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PREFACE

The symposium "Solar Activity Forcing of the Middle

Atmosphere" held on 3-8 April 1989 in the Castle of Liblice,

Czechoslovakia was organized bv the IAGA Working Group II.D

"External Forcing of the Middle Atmosphere" (co-chalrmen J.

La_tov1_ka and R.F. Donnellv) and by the Geophvslcal Institute of

the Czechoslovak Academv of Sciences (director Prof. V. 8ucha,

past Vice-president of IAGA), and co-organized by the ICMUA/IAMAP

Working Group on Solar--Ter, estrial Relations. R.F. Donnellv, J.

La_tovi_ka (convenors), A. Ebel (ICMUA/ IAMAP) and J. Taubenheim

(IAGA) were members of the Programme Committee. The Organizing

Committee was chaired bv J. La_tovi_ka. The svmposium was

sponsored bv IAGA and co-sponsored by the MAP Steering Commitee

and bv ICMUA/IAMAP.

80 scientists from 12 countries and 4 accompanving persons

took part in the symposium. All facilities, including

accommodation and board, were provided at the Castle.

19 invited, 26 contributed and 7 poster papers were presented

at the symposium. The svmposium consited of 8 blocks: I.

"Related" papers. 2. Influence of Quasi-Biennial Oscillation. 3.

Influence of solar electromagnetic radiation variability. 4.

Solar wind and high energy particle influence. 5. Circulatlon. b.

Atmospheric electricity. 9. Lower ionosphere. 8. "Solar" posters.

"Related" papers. Donnellv showed that for solar cycle 21,

the maximum of the soft X-ray and ultraviolet solar flux, of the

He I 1083 nm equivalent width and the net line-of-sight magnetic

flux magnitude was attained in the second half of 1981, in R it

was attained in late 1979, FI0.7 displayed both peaks and the

total solar irradiance appeared to decline since early 1979.

Short-term variations of solar UV flux are very well measured and

fairly well modelled. The observed UV changes during a part of

solar cycles 21-22 represent about 30% of the observed variations

of the total solar irradiance (London et al.). Bucha demonstrated

the effects of geomagnetic activity on troposheric processes bv

implicatiuns to meteorological processes in Europe. Schuurmans

_resented some earlier results on protor_ flar_ influence on

meteorological processes and their interpretation in the llght of

new findings in the Sun-atmosphere relationships.

A group of papers treated the role of Quasi-Biennial

Oscillation (QBO) which seems to be of vital importance

for long-term effects of solar activity on the atmosphere.

Chanin used an extended set of data and demonstrated the opposlte

correlation of stratospheric (but not mesospheric)

parameters with the solar cycle for west and east phases of QBO.

This conclusion was confirmed by the analysis of rocket

temperature profiles from Thumba, Volgograd and Molodezhnava

(Mohana kumar) and by the analysis of rocket and Ionospheric

observations by Taubenheim and Entzian_ who also showed a direct

solar-cycle control above 55 km (mesosphere). Kidiarova and Fomina

demostrated combined solar cycle and QBO effects on the

propagation of planetary wave energy. The 3-D model results of

Dameris and Ebel show significant differences of the dynamical

response of the middle atmosphere to weak external (solar) forcing

for west and east phases of QBO. T1nslev pointed out the role of
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galactic cosmic rays as carriers of solar variability to the lower
ionosphere and introduced the QBOinfluence into this mechanism.
Mohanakumardemonstrated the interrelated role of the solar cycle
and QBOin the weather in South India.

Solar UV-flux variability and the middle atmosphere. This was

the largest block (14 papers). A systematic depletion of ozone

related to 27-day UV-variation is detected near 70 km, which is

attributed to Lvman-alpha photodissociation of water vapour and to

unexpectedly strong temperature/UV response (Keating). Chandra

claims that the solar induced perturbations in temperature between

2-70 mb are too weak to be detected against the background

dynamical temperature variations. Hood summarized some current

work on measurement and interpretation of stratospheric ozone and

temperature responses to observed short-term solar ultraviolet

variations - there is clear correlative evidence of such a

response at tropical latitudes where planetary wave amplitudes are

relatively small. Danilin and Kouznetsov obtained from a I-D

photochemical model the max_mum 0 response to solar forcing at the

equator in summer. Krivolu_skv obtained theoretically the solar

induced wave corresponding to a selected Rossbv-Haurwitz mode

(s=l, n=-5) and found strong evidence for the solar origin of the

27 day wave in the 30-mb level height. Krivolutskv and Loshkova

found invarlance of phase of the 27-day wave with height.

Kidivarova found a systematic difference between temporal

variations of total ozone in spring in the 20th and 21st solar

cycles. Chakrabartv et al. deduced NO concentrations in the

mesosphere near the equator to be higher by a factor of about 5 in

solar maximum compared with solar minimum based on electron

density measurements at Thumba. Prasad et al. demonstrated total

ozone influence on solar UV-B ground-based measurements.

The proposed physical mechanisms of solar induced variations

in the middle atmosphere are often controversial in their physical

consequences, which is among other things due to the complexity

and non-linearitv of the atmospheric response to comparatively

weak solar activity forcing (Ebel). Zadorozhnv et al. presented

results of I-D photochemical model studies of atmospheric response

to solar forcing for clean versus anthropogenically polluted

atmosphere. Atmospheric effects of the solar cycle in the UV-flux

and particle precipitation were treated by Dyo_inov with the use

of a 2-D model.

Solar wind and corpuscular effects in the middle atmosphere

were reviewed by La_tovi_ka, who e.g. presented a morphological

model of the occurrence of the IMF sector boundary effects in the

middle atmosphere. He considers the role of highly relativistic

electrons to be the most important recent finding and the

geomagnetic storm to be the most important disturbing factor of

sola_ wind origin. Model computations by Jackman et al. indicate

fairly good agreement with ozone data for the solar proton

event-induced ozone depletion caused by NO species connected with

the August 1972 events. Kudela claims that v the main components of

corpuscular radiatLon contributing to the energy deposition in the

middle atmosphere are cosmlc ray nuclei (galactic and solar) and

high energy electrons, mainly of magnetosphe ric origin. The model

calculatlons by Sosin and Skrvabin yield an ozone content increase

near 80 km about 3 days after an intense electron precipitation

event, which coincides with observations. A new improved model of



cosmic ray - middle atmosphere interaction was pre sented by
Vellinov and Mateev. Mateev et al. presented somemodel results on
the penetration of MHD-wavesdetected in ionospheric cusps into
the middle atmosphere.

Circulation. The best detected effects of solar activity in

winds at heights of about 80-100 km are those of geomagnetic

storms (short-term) and of solar cycle (long-term), as shown by

Kazimirovskv. Gaidukov et al. observed interrelated solar and

meteorological control of lower thermospheric winds near Irkutsk

(Eastern Siberia).

The effects of solar activity on atmospheric electricity were

reviewed by Reiter including historical development of this prob-

lem. Tyutin and 2adorozhnv found a distinct dependence of the

height profile of the electric field in the mesosphere at high

latitudes on the magnitude of geomagnetic disturbance. Zhuang and

Lu demonstrated the influence of the solar cycle, solar flares a,,d

the IMF sector structure on the occurrence frequency of

thuderstorms and, thus, on atmospheric electricity in the Bei iing

area and the Northeast region.

A review of the effects of solar activity on the lower iono-

sphere was given by Danilov. He claims the direct positive influ-

ence of solar activity to be at least partly compensated by the

indirect one through the effect of solar activity on the middle

atmosphere as a whole. Satori found that the ionospheric effect of

a Forbush-decrease of galactic cosmic rays could cause a decrease

of electron density peaking near 70-7e km. The lower ionospheric

plasma appears to be markedly controlled bv the structure of IMF

at high, auroral and sub-auroral latitudes (Bremer), the effect

being less important in middle latitudes. Shirochkov presented a

survey of the current knowledge of the PCA effects at polar

latitudes. A considerable part of the 2?-day oscillations in radio

wave absorption in the lower ionosphere seems to be of

meteorological (= neutral atmosphere) origin after Pancheva and

La_tovi_ka. De la Morena et al. state that if the solar

Lvman-alpha flux variability is very well developed, then it

dominates in the lower ionospheric variability; if it is developed

rather poorly, the lo_er ionospheric variability is dominated bv

variations of meteorological origin.

Morozova proved the parameters of the statistical model of

the SID occurrence to be dependent on the phase of the solar

cycle. K_ivskg presented several delayed effects of solar proton

qflares (starting a few hours after the flare occurrence), which

were interpreted in terms of an enhanced flux of particles of

subcosmic range. Murzaeva suggested a method of diagnostics of

solar flare X-ray flux by means of multifrequencv ground-based VLF

measurements. On the basis of ionospheric data, Bo_ka and

Pancheva found the equatorward boundary of the auroral zone to

have been shifted to geomagnetic latitudes below 50°N during and

just after the extremely severe geomagnetic storm of February

1986. Zelenkova et al. calculated from riometric absorption the

integral flux of precipitating electrons (E > 40 keV) and electron

density profiles. Eliseev et al. observed disturbances of

night-time high-latitude VLF propagation interpreted as a

consequence of the influence of magnetospheric convection electric

field on electron density in the lower ionosphere.

Extended abstracts (or abstracts) of all of the papers
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(except for "solar" posters) appear in this issue of Handbookfor
MAP.The authors themselves are responsible for scientific level,
language quality and mostly for technical level of camera-ready

manuscripts published _n this issue.

The sucLessful symposium provided a relatively complex

overview of the effects of solar activity influences on the middle

atmosphere. Lively discussions of individual papers as well as

many discussions outside of the meeting hall helped improve
inte, _at1,_,_al collabo,-ation.
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PART 1

SOLAR UV VARIABILITY

Richard F. Donnelly

NOAA Air Resources Laboratory, Boulder, Colorado, U.S.A.

UV TRIAD

A new era in research of the temporal variations of solar UV radiation

started on Nov. 7, 1978, with nearly daily measurements of the relative tem-

poral variations of the solar UV flux in the 160 - 400 nm wavelength range by

the Solar Backscatter Ultraviolet (SBUV) instrument on the NIMBUS7 satellite

(HEATH, 1980). Similar SBUV/2 monitors have been operating on NOAA9 since

April 1985 (DONNELLY, 1988b) and on NOAAII since Nov. 1988, and are scheduled

to fly on several more future NOAA satellites. The SBUV measurements form one

part of a triad that is providing a major improvement in our understanding of

solar UV flux variations.

The second part of the triad is the independent measurement of the solar

UV flux in the 115 - 305 nm range from the SME satellite starting in October

1981 (ROTTMAN et al., 1982), which is still operating. A similar instrument is

scheduled to fly on the UARS satellite in late 1991 as well as a SUSIM instru-

ment (VANHOOSIER et al., 1981). These instruments are optimized for solar

observations and include In-flight calibrations and reference components that

are not routinely exposed to the space environment and solar UV radiation in

order to detect instrument drift in the components used to make the daily

measurements.

The triad% third part involves modeling the full-disk UV flux from spa-

tially resolved measurements of solar activity (LEAN et al., 1982). This com-

plements the corroborating measurements by providing a better physical under-

standing of why the UV variations have their observed temporal and wavelength

dependences. Currently, quite crude scaled data of plage areas, brightness and

location are used while an evolution toward more quantitative spatially-scanned

data in the Ca K llne from ground-based observatories is in progress.

UV instruments flown in space usually have problems with instrumentation

drifts. Besides in-flight calibrations, rarely exposed reference components,

occasional heating of some optical components to drive off surface contaminants

and stowing of optical components when not in use, two other approaches to

determine long-term variations are being used, namely: (i) relative photometry

to increase long-term relative precision, like the Mg II core-to-wing ratio

(HEATH and SCHLESINGER, 1986) and (2) shuttle-fllght measurements of the solar

UV spectral irradlance with excellent absolute flux accuracy using both SUSIM

and also Simon's UV section of the European Spacelab instrument (LABS et al.,

1987). These latter measurements are sometimes referred to as re-calibration

measurements for the satellite monitors; or the satellite measurements may be

viewed as providing the short-term (days, weeks) and intermediate-term (months)

relative variations in the vicinity of these shuttle flight measurements to aid

the interpretation of the long-term (years, solar cycle) changes.

SOLAR CYCLE VARIATIONS

Figure 1 shows several long-term trends during solar cycle 21. The mea-

surements of the total solar irradlance (S) show daily data where the narrow

lines extending 0. I to 0.2% below the longer-term trend are dips caused by

sunspot darkening and the long-term decline is interpreted as a decrese in
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white-llght facula brightening. The measurementssuggest that the long-term

maximum occurs either in early 1979 or before the measurements started. Either

way, S peaks distinctly before the cycle maxima for the other three curves.

Schatten's model for S(t) places the maximum for S almost two years earlier

than that for the sunspot number (R). His model stresses the importance of the

high contrast for white-llght faculae at large solar central angles (60 - 90 °)

and such low contrast at small central angles (0 - 30 °) that it is difficult to

observe or detect faculae near the center of the disk. Schatten's model in-

cludes polar faculae, which have hlgh central angles, contributing a peak

effect after solar minimum, during the fast rlse and early peak of his S(t)

model. Also, the butterfly diagram of solar activity shows that regions tend

to emerge at higher solar latitudes early in the cycle (30 ° ) and progress

toward the solar equator at the end of the cycle; so the contrasts of facula

tend to be higher early in the cycle because their solar central angles are

higher on average during their apparent passage across the solar disk. Con-

versely, sunspots have their maximum darkening as seen at Earth when they are

at small solar central angles. Thus the solar cycle dependence of the active

latitudes coupled wlth the white light contrasts for facula brightening and

sunspot darkening and foreshortening of areas as a function of central angle

cause the peak of the solar cycle dependence of S Go occur earlier than for

chromospheric and photospheric UV fluxes. Considering that the UV fluxes are

not a negligible portion of $(t), and that the UV flux peaks later in the

cycle, future revised models for S(t) will probably not peak quite as early as

the dashed curve in Figure I. Nevertheless, S appears to have a dull saw tooth

appearance with a fast rise, early blunt peak and long slow decay with numerous

narrow cracks caused by sunspot darkening.

The sunspot number R peaks in late 1979, about two years earlier than the

UV flux; however R is strongly dominated by the number of groups of sunspots.

The number of sunspots, excluding the number of groups, peaks about two years

later than R and has a flatter peak (WILSON et al., 1987), which is more llke

the Mg II UV data in Figure I. The chromospheric and upper photospheric UV

flux variations caused by active regions are only weakly influenced by dark

sunspots, filaments, etc., and are dominated by bright plages, plage remnants

and numerous small active network features (LEAN et al., 1982). The solar

central angle dependence of these features, combining contrast and foreshorten-

ing, has a fairly flat peak at small central angles or at the center of the sun

viewed at Earth, dropping to about 40% near 60 ° and near zero at the limb

(90o). This makes the solar UV flux at Earth slightly less sensitive to the

high latitude regions at the start of a new cycle but fairly insensitive to the

latitudes of the regions throughout the rest of the cycle. Note that the shape

of the solar cycle curve for the UV Mg II ratio is fairly flat in 1985 and

1986.

The soft X-ray flux has a much higher peak In late 1981 than its level In

late 1979 than do the UV fluxes observed by NIMBUS7 in the 170 - 300 nm range.

This implies the net emission measure of hot cornal plasma at T > 3 x 106 OK is

significantly higher in late 1981, which implies higher emission of the coronal

Fe XV llne at 284 A and Fe XVI llne at 335 A In late 1981 than in late 1979.

RYBANSKI et al. (1988) showed that the Fe KIV green llne coronal index also has

a much higher long-term peak in late 1981 than in late 1979. Although AE-E

measurements of the Fe XV and XVI EUV lines in 1977-1980 were closely corre-

lated with the Ottawa 10.7 cm flux (FIO) during the early rise of solar cycle

21, these soft X-ray and green llne results imply the AE-E measurements signi-

ficantly missed the solar cycle peak fluxes for EUV coronal lines. FIO, which

will be shown below to have a solar cycle shape llke that for the chromospheric

Mg II data, does not have a solar cycle shape llke that for the coronal soft X-

ray flux and green llne; therefore, FIO does not represent well the temporal



shapeof solar cycle variations of coronal emissions. In Figure i, note the
low flat levels at solar cycle minimumfor the soft X-rays in 1975,1976,1985
and1986,i. e. the hot coronal emission (T > 3xlO6 K)drops to negligible low
levels for abouttwoyearsat the solar cycle minimum.

Themainpurposeof Figure 1 is to illustrate that the solar cycle shape
of solar fluxes andactivity indices varies from an early peakin S(t) to much
later peaksin the UVflux andsoft X-rays. Secondly,the ratio of the maximum
flux to minimumis about0.1%for S(t), 7%for the UVMgII core-to-wlng ratio
to morethan 85x%for the I - 8 A soft X-raysfor annuallysmootheddata.

Figure 2 showsdaily values of FI0 (the best of the currently available
ground-baseddaily measuresof solar activity), Lymanalpha flux (the best
measureof solar activity in the top of the chromosphereand base of the
transition region from the SMEsatellite) andthe combinedMgII core-to-wlng
ratio from the NIMBUS7andNOAA9satellites for solar cycle 21 andthe rise of
cycle 22 (usedhere as being representative of the temporal shapeof the UV
flux variations in the 175 - 285 nmrange, HEATHand SCHLESINGER,1986;
DONNELLY,1988b).Notice the very flat background(excluding the occasional
solar-rotational spike) in 1985and1986in FIO, a quite flat backgroundbut
with a little morecurvature in the MgII UVdata (with morenumerousshort-
term spikes), andthe evengreater long-termcurvaturein the Lymanalphadata.
So weseeminordifferences in the long-termvariations or shapeof the solar
cycle amongthese three data sets. R(Mgllc/w)reached60%higher in Jan. 1989
(not shown)than the highest values shownin mid 1988relative to the solar
minimumvalues in Sept. 1986,which is alreadyashigh as being just belowthe
annualaveragefor the peakof solar cycle 21. Soweexpectsolar cycle 22 to
haveas strong or strongerUVandEUVemissionas in cycle 21.

INTERMEDIATE-TERMVARIATIONS

Intermediate-term variations last from about 4 to 11monthsandmaybe
consideredto beof two types. Anexampleof the first type canbeseenin all
three datasets in Figure 2, peakingin early 1984andlasting aboutII months.
Other suchvariations are evident in 1982and 1983. Theyare also present in
1978- 1981,but onemaywant to smoothout the solar rotational variations to
see themmoreclearly. Neglectingthe short-termvariations, notice howsimi-
lar in temporalshapethe intermediate-termvariations are in thesethree data
sets andhowtheir amplituderelative to the solar cycle mlnimum-to-maximum
amplitudeis aboutthe same.Notice that theseintermedite-termvariations are
very weakor absentin FI0 andquite weakin the MgII UVdata in 1985and1986
during solar cycle minimumbut fairly strong throughout1978throughmid 1984.
Thesevariations are related to increasesanddecreasesin the numberof active

regions where the regions are widely distributed in solar longitude so that the

average per rotation varies.

Figure 3 shows short-term solar rotational variations and a mixture of the

two types of intermediate variations. The second type of intermediate varia-

tion involves a modulation of the solar-rotational amplitudes over a four to

nine month interval. For example, after the tick marked May 30, there is a

small rotational peak (at the time of a dip in S from sunspot darkening)

followed by two giant ones and then three medium solar rotational peaks. That

train of peaks spaced fairly evenly in time is then followed by new peaks at a

different phase in the solar rotation. Note that the giant peak in July is

partly so large because the amplitude of the rotational minima has been de-

creasing for several rotations. The two types of intermediate-term variations

involve the same physical process of the emergence and evolution of groups of

active regions; they are analogous to mathematically separating the longitudi-
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nal distribution of activity Into a rotational average value and the deviations

from the average. Sometimes two of the second type appear to form one of the

first type as follows. For example, an episode of major activity emerged in

August 1979. As the amplitudes of the rotational peaks rose and then decayed,

the amplitude of the rotational minima steadily rose. Another episode of major

activity then emerged in November 1979. While its rotational peaks rose and

then decayed, the rotational minima also rapidly decreased in amplitude. See

Figure 2. There Is a tendency to think that rapid flux changes are only

related with the emergence of new activity and the influence of plage remnants

leads to slower decreases in flux. However, quite large decreases in flux do

occur from one rotation to the next probably due to a rapid decrease in the

rate of emergence of activity.

One difference In the two types of intermediate term variations is that

for the second type, the amplitude modulation of the solar rotational varia-

tions caused by a major group of active regions, FI0 rises more rapidly, peaks

earlier and decays faster than for the UV fluxes (DONNELLY etal., 1983). For

example, Just above the dividing llne between NIMBUS7 and NOAA9 data in Figure

2, one sees an isolated peak in FI0 but several small subsequent solar rota-

tional variations in Mg II and Lyman alpha. In 1985 and 1986, there are fewer

solar-rotational peaks in F|0 than in the UV data. Conversely, there is good

agreement for FI0, Lyman alpha and Mg II in the slze and shape of the first

type of intermedlate-term variation relative to the solar-cycle amplitude.

So far, research of the atmospheric effects of solar UV variations has

concentrated on the short-term variations because they were the first data

available, the consequent effects in ozone and temperature could be clearly

identified in stratospheric measurements, and interesting complications between

the early model results and the observed effects were discovered. Analysis of

these intermedlate-term variations wlll likely be the next area of active

research, although CHANDRA (1989) has shown it wlll be difficult to identify

their stratospheric effects. Note that their durations vary significantly from

one to another in Figure 2, i. e. they are not a simple periodicity.

SHORT-TERM VARIATIONS

Solar UV fluxes vary over days to weeks due to the evolution of active

regions and the strong modulation caused by the combination of solar rotation

and the strong decrease in UV flux emission wlth increasing solar central angle

for the location of the region as viewed from Earth. The solar rotation

modulation causes the time series in Figure 3 to be full of narrow peaks. The



fact that no two of these peaksare of equal amplitude or are identical in

relative shape is a consequence of the combined effects of the temporal evolu-

tion of several active regions. Note that the amplitude of these short-term

variations are quite large, frequently about as large as half the smoothed

solar cycle increase. See Figure 2. The amplitude of the giant solar-rota-

tional variation in the center of Figure 3 is more than 80% of the smoothed

solar cycle amplitude. Figure 3 shows weak 13-day periodicity (two peaks per

rotation) mixed with 27-day periodicity in March and April 1982, and in Dec.

1982 and Jan. 1983, which is a common occurrence in UV fluxes.

The short-term variations differ significantly In FI0 relative to those in

the UV flux, e. g. the lack of 13-day periodicity in FI0, the faster rise,

earlier peak and quicker decay in FI0 of episodes of 27-day solar rotational

variations caused by major groups of active regions (DONNELLY etal., 1983), a

larger half-maxlmum width of the 27-day solar rotational variations for FI0,

and the larger amplitude of the short-term variations relative to the smoothed

solar cycle amplitude in FI0 (DONNELLY, 1987). Some authors refer to a good

agreement between FI0 and UV fluxes while others emphasize the disagreements;

the former are usually referlng to comparisons of long-term variations and the

latter to short-term variations.

Mg II CORE-TO-WING RATIO

The short-term variations of the solar UV flux within the 175 - 285 nm

range have been shown to be highly uniform in temporal shape, although the

percentage amplitude varies with wavelength (HEATH and SCHLESINGER, 1986;

DONNELLY, 1988b). This uniformity is interpreted to be caused by the solar

central angle dependence of active region emission and the strength of one

region relative to another as a function of time being uniform over this

wavelength range because the source regions are essentially the same. This

uniformity does not extend to all wavelengths, which is drastically evident in

Figure I. But within this limited wavelength range, the uniformity of souce

regions and emission and absorption mechanisms suggests that the intermediate

and long-term variations also have uniform temporal shapes, which is the as-

sumption used when applying the Mg II core-to-wlng ratio to estimate the long-

term variations of the UV flux within the 175 - 285 nm range. Indeed, in the

cases of FI0 and Lyman alpha, where large and small differences, respectively,

are known to occur for short-term variations with respect to the UV flux within

the 175 - 285 nm range, the long- and intermedlate-term variations for both FI0

and Lyman alpha are fairly similar to those of the Mg II llne in Figure 2.

GROUND-BASED MEASURES OF SOLAR ACTIVITY

The correlation coefficient for the NIMBUS7 or NOAA9 Mg II core-to-wlng

ratio with respect to the Ca K IA index is about 0.98. It appears to be the

best ground-based measure for estimating solar UV fluxes. Unfortunately, it is

not available daily. The He 1 10830 A data is probably not as closely related

to the UV flux variations, but it is available almost daily and will be useful

for occasionally estimating UV fluxes missing in the satellite measurements.

FIO is useful for estimating the short-term variations of coronal EUV fluxes.

For chromospheric EUV fluxes and chromospheric and upper photospheric UV

fluxes, FI0 is helpful for long-term and Intermedlate-term variations, but not

for short-term variations. Figure 1 show that sunspot numbers are not very

useful for estimating UV flux variations. The calcium plage index is helpful

only for short-term variations; it fails for intermediate- and long-term varla-

tlons because of numerous small bright features not included in the scaled data

that are Important for the UV flux. Digitized raster-scans of the solar disk

in the Ca-K llne should overcome the shortcomings in the older plage indem



CONCLUSIONS

Twentyyearsago, weknewthe generalspectral shapeof solar UVfluxes but not
muchabouttheir temporalvariations. Today,several satellites provide daily
solar UVmeasurementsandbetter instrumentswill soonbe flown. (It is amaz-
ing there are no monitoringmeasurementsof the solar EUVflux below115nm!)
Short-termvariations are very well measured and fairly well modelled. Inter-

mediate-term variations are the next active area for intercomparing different

satellite measurements, modeling the UV fluxes and researching their strato-

spheric effects.
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Abstract

Continuous Measurements of the Solar UV have been made by an instrument
on the Solar Mesosphere Explorer (SME) since October 1981. The results for
the wavelength interval 200-300 nm show an irradiance decrease to a minimum in
early 1987 and a subsequent increase to mid-April 1989. The observed UV changes
during part of solar cycles 21-22 represent approximately 35 percent (during the
decreasing phase) and 25 percent (during the increasing phase) of the observed
variations of the solar constant for the same time period as the SME measurements.

Solar irradiance received by the earth-atmosphere system and its latitude distribution
represents the ultimate driving force for the ocean/atmosphere circulation and long-term
climate of the system. How the system generally responds to the imposed external driving
force is reasonably well known. However, many of the details of this response are not as
well understood. They originate, from complex spatial interactions and multiprocess non-
linear feedbacks, both positive and negative (see, for instance HANSEN et al., 1984). Some
theories of solar induced climate variations are based, in part, on whether perturbations of
the solar irradiance are effective primarily at the earth's surface (sea surface) (e.g., REID
and GAGE, 1988) or in the middle atmosphere (e.g., RAMANATHAN, 1982).

Many models of climate variability involve changes of the total solar irradiance, the
solar constant, without regard to the wavelength dependence of such changes. The atmo-
spheric penetration of solar radiation, however, is a significant function of wavelength. It
is, therefore, important to determine the spectral distribution of the different contributions
to observed solar constant variations. As far as we know, measurements of the time varia-
tions of these contributions are currently available only for UV wavelengths. If the recent
suggestion (KUHN et al., 1988) of latitude-dependent solar surface temperature variations
contribute significantly to the observed solar constant changes, it should be possible to ver-
ify this contribution by monitoring the solar irradiance spectral distribution in the visible
and near-infrared. Although solar irradiance below 300 nm represents only 1.1 percent of
the solar constant, time variations of its relative energy are significantly larger than those
of the solar constant (see, for instance, LONDON et al., 1984).

Estimates of the solar constant and its temporal changes have been made using ground-
based, balloon, rocket, and satellite measurements (e.g., FROHLICH, 1977). The most
consistent set of time monitored measurements made so far are the results of satellite obser-
vations from two different cavity radiometer type experiments: the Earth Radiation Budget
MERB) Nimbus-7 (e.g., HICKEY et al., 1988) and the Active Cavity Radiometer Irradiance

onitor, Solar Maximum Mission (ACRIM I SMM) (e.g., WILLSON et al., 1986; WILL-
SON and HUDSON, 1988) programs. Each instrument is capable of observing the total
solar irradiance over a spectral range that extends from the short UV to the far IR. The
ERB Nimbus-7 measurements started in November 1978, the ACRIM I SMM measurements
started in February 1980. Both programs continue to function as of 1 March 1989. For the
time period 1980-1987 they each reported approximately 300 mean daily measurements per
year. Although there is an average 0.2 percent difference in reported solar constant values,
the data from the two systems track each other quite well over the long period of overlapped
observations. When the data were subjected to an 81-day smoothing filter, the correlation
between the two observation sets was +0.93 for the period Jan 1980-May 1986, largely as a
result of the consistent downward trend shown by the two data sets. For the early period of
solar cycle 22, (Jun 1986-Oct 1987) the correlation fell to +0.71. For the daily means, the
correlations were +0.79 and +0.22 for the two periods respectively. The 81-day smoothed
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datasetsareshownfor the periodJan 1980-May1988 in Fig. 1. Additional ACRIM I
data to mid-1988 (WILLSON and HUDSON, 1988), not shown in Fig. 1, also indicate a
continued sharp increase in solar constant values starting in early 1987.

Measurements of the time variations of solar UV irradiance have been recently reviewed
by (LEAN, 1987). The most relevant observations available for estimating the contribution
of long period UV irradiance variations to those of the solar constant are observations derived
from the UVS Solar Mesosphere Explorer (SME) instrument. These SME measurements
cover the wavelength interval 120-300 nm. The observations started in October 1981 and
were terminated in mid-April 1989. Details of the SME experiment, including relative
accuracies at different wavelengths are discussed in ROTTMAN, 1987 and references therein.

An estimate of UV (175-400 nm) variations (HEATH and SCHLESSINGER, 1984) is also
derived from measurements from the Solar Backscatter Ultraviolet (SBUV) instrument on
Nimbus-7.

The observed day-to--day solar constant measurements are quite noisy, and we, there-
fore, used an 81-day running mean as a filter for both the SME and ERB Nimbus-7 data
sets covering the time interval 1 Jan 1982 to 30 Apr 88, the coincident period for which
data from both programs are available.

The 81-day smoothed time variations of the SME total solar irradiance for the spectral
interval 200-300 nm and the ERB Nimbus-7 solar constant values for the 6-1/3 year period
are shown in Fig. 2. The UV values show an average decrease from Jan 1982 to a minimum in

mid-March 1987. During this period there is an indicated oscillation with an average period
of about 230 days and decreasing amplitude up to the time of minimum. This oscillation
is found at almost all of the 5 nm subintervals contributing to the total SME curve given
in Fig. 2. with very good coherence in phase. The ERB Nimbus-7 solar constant data
show long-term decreasing values up to early 1986, some increase to mid-1987 and then

a pronounced rise in the solar constant values consistent with the UV increase. There is,
however, only a loosely corresponding shorter period oscillation analogous to that seen with
the solar UV data.

Slop_ Of Tr_J_d Li_m for _ UV Solar ZrradlLnce( *I0 (-4) W/mA2 yr ):

Wavlkl4kng_ih S iop4 S 10pe

(n=) (a) (b)
......................

200-205 -4.9 10.9

205-210 -9.2 13.1

210-215 -10.7 31.2

215-220 -16.6 32.5

220-225 -37.5 26.3

225-230 -17.9 46.8

230-235 -29 . 0 24 .7

235-240 -25 .i 64 .5

240-245 -33. 9 29.2

245-250 -i 6.8 30 .3

250-255 -17.8 35.5

255-260 -36.0 36.7

2 G0-265 -32.5 26. 4

2 f_5-270 -60.5 76. 8

270-275 6.0 117.5

275-280 -52.1 434.3

280-285 -38.6 42.1

285-290 -41 . 6 117.7

290--295 -101.3 76.8

295-300 -38.6 105.3

200-300 -609.1 1,_06.8
,--,_ (sc) -179"1.0 61e9.0

(SO) -1957.7 531.5

(a) 1 Jan 19a2 - 30 May 1986

(b) 1 Jan 1917 - 30 Apt 1988

The UV and solar constant data sets were divided into two intervals covering the joint
descending and ascending period of the observed irradiance valucs in each set. SME observed
data were averaged over 5 nrn intervals. The computed slope for each 5 nm interval for the
two different period as well as the total spectral variation (200-300 nrn) and the associated
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ERB change for each period are given in Table 1. For the negative phase of solar cycle 21
the UV decrease is about -0.06 Wm-2yr -l. The observed solar constant decrease is about

0.180 Wm-2yr -t (ERB) or 0.196 Wm-2yr -t (ACRIM) giving an average UV contribution
to the solar constant change during this period of about 32 percent. For the relatively
short period shown for the increasing phase of cycle 22, the values are 0.14 Wm-2yr -1 and
0.62 Wm-2yr -l (ERB), giving a percent contribution of the UV irradiance to the observed
solar constant increase of about 22.7 percent. As can be seen from the results shown in

Table 1, most of the large contributions are contained in the wavelength region 265-300 nm,
although, for reasons unknown to us at present, there is a small increase in the spectral
interval 270-275 nm. Most of the UV energy beyond 265 nm is absorbed in the lower and

middle stratosphere (20--40 kin) (see, for instance, BRASSEUR AND SOLOMON, 1986).
Thus, we see that a significant portion (.-.25-35 percent) of the observed solar constant
variation is absorbed at levels above the troposphere where there may be important effects
on the time varied radiation budget. These effects need to be included in models of solar
influences on climate variations.
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INTRODUCTION

HARRY VAN LOON and JEFFERY C. ROGERS (1978) have investi-

gated the wellknown tendency for winter temperatures to be low

over northern Europe when they are high over Greenland and the

Canadian Arctic, and conversely <Fig. l).Well-defined pressure

anomalies over most of the Northern Hemisphere are associated

with this regional seesaw in temperature, and these pressure

anomalies are so distributed that the pressure in the region of

the Icelandic low is negatively correlated with the pressure

over the North Pacific Ocean and over the area south of 50°N in

the North Atlantic Ocean, Mediterranean and Middle East, but po-

sitively correlated with the pressure over the Rocky Mountains.

Since 1840 the seesaw, as defined by temperatures in Scandinavia

and Greenland, occurred in more than 40% of the winter months

and the occurrences are seemingly not randomly distributed in

time as one anomaly pattern would be more frequent than the oth-

er for several decades. For this reason the circulation anomali-

es in the seesaw come to play an important part in deciding the

level of regional mean temperatures in winter and thus in deci-

ding the long-term temperature trends. These regional temperatu-

re trends are then closely associated with changes in frequency

of atmospheric circulation types, and it is therefore unikely

(VAN LOON, ROGERS, 1978 ) that the trends are caused directly by

changes in insolation or in atmospheric constituents and aero-

sols.
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RESULTS

Changes in winter temperature (Nov. Dec. Jan. Feb. ) in Oslo

have a similar character as in Prague. Fig. 2 shows a comparison

of changes in geomagnetic activity (C indices) with winter tem-

peratures at several sites, Prague and Oslo which are positively

correlated, and Jakobshavn and Walla-Walla which are negatively

correlated. Very expressive is the positive correlation between

the geomagnetic activity and temperature in Prague (c.c.O.63)

This seems to be in favour with the fact that the increased cor-

puscular (geomagnetic_ activity is connected with the prevailing

zonal type of atmospheric circulation (r.h.s. of Fig. 2 bottom )

leading to the warming in Prague and Oslo. On the other hand at

the time of low corpuscular activity the meridional type prevai-

ls (r.h.s. of Fig. 2 top) and causes the cooling in Prague and

Oslo due to the prevailing flow from the North during low geo-

magnetic activity at these sites, while Jakobshavn and Walla -

Walla are at the same time under the influence of warm air from

the south along the western side of mighty high pressure areas.

This relation can be seen also in Fig. 3 showing that below

normal temperatures in Prague (iO cases) occurred at the time of

low geomagnetic activity and above normal temperatures (iO cases)

correspond to high geomagnetic activity.
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Fig. I. Five-year running Means of winter temperature at

Jakobshavn and Oslo (°C) (H.VAN LOON and J.C.ROGERS,1978).
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Fig. 3 a Changes of the diurnal values of geomagnetic activity

(_Kp iqdices l.h.s. )and of temperature (deviations from the

normalJ in Prague - r.h.s, for the period September-April.

Severe winters correspond to very low values of geomagnetic

activity - Fig. 3.a, mild winters occurred at the time of

enhanced geomagnetic activity - Fig. 3.b
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Somebody can object why at the time of extremely low geo-

magnetic activity <1965-66) the winter in Prague was not so se-

vere. This seems to be connected with a different type of atmo-

spheric circulation as described earlier (BUC}IA, 1988).

The cross-correlation of daily changes K and T in Prague

showed the time lag of 27 days between the increase resp. decre-

ase in geomagnetic activity and increase resp. decrease of tem-

perature in Prague to be the most frequent in the period 1932 -

1985 (BUCHA, HEJDA, 1988 ). In this way these connections as gi-

ven in Figs. 1,2,3 seem to confirm the effect of corpuscular

radiation on the intensification of processes in the auroral

oval and on the increase of temperature leading to the occurren-

ce of zonal type of circulation.

One possibility how to explain the peculiar behaviour of

the atmospheric circulation is the intensification of processes

which take place along the auroral oval at the time of enhanced

corpuscular Cgeomagnetic ) activity characterized by the pene-

tration of energetic particles and bremsstrahlung as far as the

lower stratosphere (EUCHA,1986) resulting in the sudden forma-

tion of cirrus clouds, in direct increases of temperature and

pressure even in the troposphere, and causing the zonalization

of atmospheric flow to increase %BUCHA 1984,1988). According to

other mechanisms <HINES, 1974 ) stratospheric and mesospheric

winds play a dominant role in determining the "refractive index"

for planetary waves <e.g., see CHARNEY and DRAZIN, 1961; MATSUNO

1970; and SCHOEBERL and GELLER, 1976 )which will, in turn, de-

termine the transmission-reflection properties of these waves.

Thus, changes in the middle atmosphere flow due to corpuscular

radiation might lead to changes in the tropospheric amplitudes

and phases of planetary waves that propagate to this level. The

energetics of these changes are such that relatively small

amounts of energy may give rise to significant effects in the

upper atmosphere where the density is low, and these upper at-

mosphere effects merely act to modulate the effect of fixed

energy sources in the troposphere. According to BATES (1977)the

amplitude and phase of the tropospheric planetary waves as well

as the resulting meridional heat flux were found to vary signi-

ficantly when the tropospheric forcing remained fixed but the

stratospheric wind and/or static stability fields were altered.

The three main dissipation mechanisms operative in the

stratosphere and mesosphere are radiative damping acting through

carbon dioxide and ozone, mechanical dissipation which is pre-

sumed to act through the turbulent mixing that results from the

"breaking" of waves and tides, and the possible absorption of

wave momentum at critical levels.

GELLER and ALPERT's modeling study indicated <1980 ) that if

solar disturbance effects lead to changes in the mean zonal

middle stratospheric flow of 20 %, then changes in the strengths

of the high-latitude quasi-stationary troughs and ridges amount-

ing to 20% of the observed range of variability may occur. They

believe that they have demonstrated the viability of the HINES

(1974) mechanisms for solar effects on the troposphere and have

given an idea of the magnitudes of the effects to be anticipated

if the stratospherib mean zonal winds vary with solar cycle be-

low an altitude of 35 km.

Furthermore, GELLER and ALPERT's results indicate _1980)

that the tropospheric planetary wave response to solar-induced

changes in the zonal mean state of the stratosphere occur regio-

nally, that is to say, they may be much more evident at some io-



ngitudes and latitudes than at other locations where they may be
absent altogether.

It is known that the zonal flow steadily prevails in the
southern hemisphere, while periods with zonal or meridional flow
alternativaly occur in the northern hemisphere as a result of
the corpuscular radiation effect _BUCIIA,1988). The orographic
effect due to continents and oceans seems to influence the flow
to such degree that we should consider the meridional flow with
atmospheric blocking (Fig. 2, r.h.s, top) to be basic in the
middle latitudes of the northern hemisphere and not the zonal
flow as was presented till now. During several winter periods,
when the geomagnetic activity was low, e.g. 1962-65, 1976-80,the
meridional circulation together with expresive blocking high
pressure areas prevailed in the northern hemisphere with cold
winters in Europe and North America. On the other hand, at the
time of high geomagnetic activity, e.g. 1959, 1960, 1974, 1975,
1982,1983 the zonal flow with a high index cycle persisted prac-
tically during the whole winter period. This again seems to con-
firm our conclusions that the processes in the auroral oval due
to the corpuscular radiation lead to the zonalization of atmo-
spheric circulation (EUCHA,1983) .

Changes in carbon dioxide concentration are believed to be
one of the main factors which influenced and influence the tem-
perature fluctuations on the globe; high concentration of CO_
was at the time of interglacials and low CO_during glacials_
But it is of course also possible that the _olar activity influ-
enced global temperature which could cause changes in the CO2
concentration.
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CONCLUSION

There is no doubt that the antropogenic effect, especially
during the past 40 years, plays an important role. Our task,howe-
ver, is to distinguish between antropogenic effect in the atmo-
sphere due to humanactivities and natural climatic fluctuations
influencing biological systems. As can be seen in Fig. 4, the
increase in global temperature during the past iOO years is in
elatively good coincidence with the increase in geomagnetic
corpuscular) activity. That's why we can conclude that it could

have been the increase in temperature on the northern hemisphere,
due to the processes occurring in the auroral oval under enhanced
corpuscular radiation _RUCHA,1988 )which led to an increased at-
mospheric concentration of CO^in the past. Eoth processes, i.e.
antropogenic and solar activity effects, should be therefore in-
tensively studied due to their important role for elucidating the
past and present global change mainly in temperature, climate and
biological systems.
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a/ Changes in geomagnetic activity (aa indices) - five years
gliding averages.

b/ Global surface air temperature change (five year running
mean for the past century, with zero point defined as the

1951-1980 mean. The 1988 point compares the January-May 1988

temperature to the mean for the same 5 months in 1951-1980(HANSEN).

c/ Changes in the atmospheric CO_ concentration,observed increase
Z

in atmospheric carbon dioxide,resulting in part frorr human ac-
tivities.
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INTRODUCTION

Twenty years ago (SCHUURMANS and OORT, 1969) the northern

hemispheric response pattern of the height of the 500 mb level to

strong solar flares was published. Although comparisons were

possible for limited areas (see later on), full hemispheric

comparisons for independent data have never been made. Recently,
however, VAN LOON and LABITZKE (1988) published the results of an

association between the ll-year solar cycle, the QBO and the

northern hemisphere 700 mb height. Surprisingly, their Figure

12b, presenting lines of equal correlation between the 700 mb

height and the 10.7 cm solar clux, for easterly QBO winter

months, shows a pattern which is very similar to the one we found

for the change of the 500 mb level after strong solar flares.

Of course, pattern similarity alone does not prove anything.

According to studies on atmospheric teleconnections and low

frequency fluctuations.

Such patterns do seem to be quite common and do not need an

external cause for their excitation. Furthermore, VAN LOON and

LABITZKE's result describes a possible long-term variation, while

the effect of solar flares is essentially a short term reaction.

Notwithstanding this critizism it is tempting to speculate on the
possibility that solar flares sometimes are the initial cause of

an atmospheric disturbance, which cumulative effect may give rise
to a correlation at the ll-year timescale.

HORIZONTAL PATTERN

The response pattern of the 500 mb level to solar flares referred

to above is shown in Fig. i. Like Fig. 2 and 3 it is reprinted

form SCHUURMANS and OORT, 1969. Fig. 1 does show positive

anomalies in the latitude belt 40-70 °N, with maxima over Europe,
Eastern Asia-Western Pacific and Californian area, and negative

anomalies over the polar regions, much like the pattern of

positive correlations between the 700 mb height field and the

10.7 cm solar flux for easterly QBO, shown by VAN LOON and

LABITZKE (1988). Why it is the east phase of QBO which correlates

best with our flare results, remains a problem. The 81 flare

cases are from the IGY-period (June 1957 till December 1959). It

may be possible that during most of this period the QBO was in

its east phase (which according to preliminary data available

seems to be true). Comparison with results of other studies,

however, shows that the reaction pattern at 500 mb after solar

flares, above Europe always seems to be of positive sign. Here I

refer to the pioneering studies of DUELL and DUELL (1948) and of

the Czechoslowakian VALNICEK (1953), which for the area limited

to the Eastern Atlantic and Europe,-a positive height change of

the 500 mb level observed as an average response to some 50

flares, occurring during 1936-41 and 1949-50, respectively.
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Subsamplesof the 81 flares used in our case, invariably showeda
nearly the samereaction pattern, even for a subdivision of flare
cases in winter and summer (SCHUURMANS,1979).

VERTICALPROFILE
The vertical profile of positive height changes after solar
flares shows a maximumat about 300 mb (Fig. 2). In areas of
negative height changes at 500 mb the vertical variations were
found to be negligible. For this reason further study of the
solar flare impact was concentrated upon the areas of positive
height change. The warming of the troposphere, which could be
expected from the observed height rises of constant pressure
levels (on the basis of the assumption of hydrostatic
equilibrium) was verified on the basis of observed temperature
changes after solar flares. As clearly indicated in Fig. 3
tropospheric warming with a maximumat 500 mb does take place,
along with a pronounced cooling of the lower stratosphere.
Statistically this cooling is more strongly signficant than the
warming of the troposphere.

DEVELOPMENTIN TIME
The changes discussed above occur within 24 hours after a flare.
In fact 24-hour time changes were studied, always taking the
difference between the first observation after a flare and the
aerological observation 24 hours earlier. So on average the
reaction pattern refers to a time-lag which is even less than 12
hours! In order to see the development of the effect in time
several individual cases were studied. In Fig. 4 an example of
this is given. The immediate response is clearly indicated as
well as its continuation for at least 36 hours. The 24-hour
temperature change at the first observation after the flare is
also given. Note the nearly tenfold larger effect as for the
sample average presented in Fig. 3. It should be pointed out that
the flare case of June i, 1960, to which Fig. 4 refers is not
included in the IGY-sample of 81 flare cases.

MECHANISM
In search for an explanation of the observed reaction profile
after solar flares I have tried a model consisting of a vertical
circulation system (Fig. 5) forced from above. Following my
computations (SCHUURMANS,1969) some source of diabatic cooling
in the lower stratosphere, causing horizontal convergence of air
and consequently downwardmotions in the troposphere, may explain
the observed (adiabatic) warming of the troposphere. The
mechanismcausing the diabatic cooling source, however, remained
obscure. The very short time lag between the flare and the
observed response is certainly not in favor of an electromagnetic
radiation process. Rather, someat present still unknownprocess,
involving energetic solar particle radiation has to be explored.

CONCLUDINGREMARKS
Reporting of Just old results is certainly not elegant. Reasons
to reconsider the possible relevance of solar flare response
studies are stated in the introduction. The discovery of the
apparently decisive role of the QBO in establishing the
atmospheric response pattern to solar forcing may throw new light
on some of the earlier published relations. Re-analysis of old
data in somecases may be advisable.
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The purpose of this paper was to show that data on solar flares
and their effects on the earth's atmosphere might be a promising
candidate for this.
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Fig. i. Mean height change of the 500 mb level after solar flare

outbursts. The map gives isolines of the mean change in

24 hours after 81 flares, divided by the standard error
of the mean.
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1. Introduction

The papers published by LABITZKE (1987) and by LABITZKE and VAN LOON (1988,
hereafter referred to as LvL) indicated that the separation of Winter stratospheric data

according to the phase of the Quasi-Biennial Oscillation (Q.B.O.) led to a largely improved
relationship with the l 1-year solar cycle. Since then, this possible relationship has been
studied and extended from the surface to the lower thermosphere and its extension to other

seasons is in progress. This workshop provides an opportunity to review the state of the
problem and to attempt to give a general view of the experimentally observed responses of the
atmosphere Io solar activity, when considering the phases of the Q.B.O. After a brief recall of
the relationship firstly discovered in the winter stratosphere, its extension downwards,

upwards and to the other seasons will be successively reviewed.

2. The winter stratosohere and high tropos#here

The separation of the stratospheric data according to the phase of the QBO (defined at 40-
50 mb) during winter (January and February) first introduced by LABITZKE (1987) for the
North Pole and by LVL for the Northern Hemisphere, was at the start of a regained interest in
the field of solar terrestrial relationship. It is assumed that the reader is familiar with these

now two famous papers, in which was pointed out for the first time a high correlation with
solar activity in the low atmosphere (correlation coefficient above 0.8 at 30 mb at the North
Pole. However the major results are briefly recalled :
- The data set (consisting on monthly mean temperature and geopotential height) starts in 1953

and cover then three complete solar cycles for the Northern Hemisphere. There is no way to
characterize the QBO phase beyond that year, and therefore no direct way to extend the
period of study in the past; but il is worth mentionning that data from the two recent
winters are in agreement with the above mentionned association. They are used to update
figure 1 of LvL and presented in the Figure 1 of this paper (from LABITZKE private
communication).

- The signs of the correlation with solar activity are found to be opposite between the polar
region and the mid and low latitudes and between the westerly and easterly phases of the
QBO. This last point explains why the effect had been masked when considering the whole
data set without separating the data according to the phase of the QBO.

- The atmospheric response at the different atmospheric levels from 500 to 30 mb, though

variable in shape, have a pattern very similar wifh quasi-stationary planetary waves.
While the first papers only dealt with the Northern Hemisphere, it was shown recently,
(LABITZKE and VAN LOON 1989a), that the same high level of positive correlation is found
for the South pole, but only for the easterly phase of the QBO. Recent results from the
Southern high latitude rocket station of Molodezhnaya (69°S 46°E) seem to indicate thai the
correlation become negative in the high stratosphere for both phases of the QBO
(MOHANAKUMAR, 1989). This is confirmed by the study of KIDIYAROVA and FOMINA

(1989).

3. The surface and low trooosohere

Using the same approach, VAN LOON and LABITZKE (1988) extended the correlation down
to the surface, with significant correlation for sea level pressure and surface air temperature
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(R ~ 0.6) which were proved to be statistically meaningful (figure 2). The correlation pattern
at 700 mb was found to be similar to the teleconnection pattern and this was interpreted as a
sign that the observed effect was related to atmospheric internal dynamics. The suggestion that
the solar cycle modulates the weather, attracted, as expected, some scepticism even though it
was submitted successfully to the adequate statistical tests; but several other resulls of solar

related dependences have been obtained on storm tracks (TINSLEY 1988) and tropical sea
surface temperature (BARNETT 1989) which may bring more confidence in this result and help
to understand the mechanism involved.

4. Extension to the uDDer atmosDh(_r_

Using two regions which according to LvL presented an opposite behaviour at 30 mb:

Heyss Island (81°N, 58°E) and 2 close-by sites in France (44°N, 6°E and 45°N, 2°E)), a study
of the solar dependence of the temperature was performed first up to 80 km (LABITZKE and
CHANIN 1989) and later up to the lower thermosphere (CHANIN et al. 1989). It showed that the
response of the upper atmosphere, even though already present when using the whole data, was
amplified by sorting out the data set according to the QBO. It also put into a new light some
already published results indicating a negative solar dependence in a region of the almosphere
which was though to be positively related with solar activity. The alternance of positively and
negatively correlated regions extending from ground level to 150 km, with vertical structures

of the order of 40 kin, as seen on figure 3, strongly suggest an influence of planetary waves
generated at the surface or in the low troposphere and modulated by the QBO. In the region
above 50 km we interpret the observed results as a superposition of a direct radiative effect
due to the UV absorption and a dynamically induced effect related to the pattern observed at
lower levels.

5. Extension to other seasons

Because of the filtering of upward propagating planetary waves by stratospheric winds,
it is expected thai the dynamically induced contribution will maximize in winter, while the
radiative contribution should present a maximum in summer (~ 70 km). Then the relative

importance of both contributions should vary with the seasons and one could expect the
response of the stratosphere to solar activity to be weaker in summer than in winter. On the

other hand in the mesosphere a positive response is expected for all seasons; it has been

observed from a number of sites with a solar dependence of much larger amplitude than
predicted from radiative models (see review in CHANIN et al. 1987).

The results of LABITZKE and VAN LOON (1989b) in the Northern summer stratosphere indicate

that it was not necessary to group the data according to the QBO to obtain a statistically
significant response to solar activity : this response was found to be positive at 30 mb for all
the north hemisphere and mostly significant in a belt between 20 and 45 N. Recent results
pointed out that a significant negative response is found in the height range 30-50 km and that

the correlation with solar flux is amplified for some sites if separating the data according to
the QBO. This is observed in summer and autumn at the French lidar station (44°N, 6OE) for
easterly QBO (KECKHUT and CHANIN 1989) and during summer in THUMBA (8°N, 77°E) for
westerly QBO as reported by MOHANAKUMAR (1989) in this workshop. On the other hand the

QBO do not seem to play any role in this altitude range at the site of Molodezhnaya (69°S,
46°E) where the correlation is strongly negative for both phases of the QBO and at Volgograd
(49°N, 44°E) where it is below significance for both phases during summer.

The common feature in all of these results is that the responses to solar activity at some
levels within the altitude ranges 20-40 km and 60-80 km are found to be of opposite signs at
all sites and independently of the season: i.e negative in the stratosphere and positive in the
mesosphere. The altitude of the reversal of sign, the importance in the role of QBO and the
amplitude of the solar dependence are anyhow variable from onesite to another.
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6.Discussion

Before the LABITZKE (1987) paper, the solar influence on atmospheric parameters was
searched for by averaging data either globally or on zonal mean, by using all available years

independently of the QBO, and in some case by restricting the data set to summer periods to
avoid the high winter variability. The experimental results could be summarized as follows :
- no conclusive result in the troposphere

- a small amplitude effect (1 to 2 K) around 40 km for a solar cycle
- a positive relationship with up to 10 K amplitude around 70 km

a well documented positive dependence in the high thermosphere which was thought to start
around 120 km, as included in the empirical models.

On the other hand, the radiative photochemical models, taking into account the effect of a

change in UV flux and its consequences on the ozone distribution and the radiative budget,
predicted changes for a solar cycle of + 2 to + 2.5 K at the most with a maximum effect at
70-75 km (GARCIA et al. 1984, BRASSEUR et alo 1987). Results from one-dimensional
radiative transfer model indicates an even smaller effect (0.8 K at 50 km)o Such changes are
difficult to differenciate from trends of other origins. However the predictions of the models
were known to disagree with the data which in the mesosphere led to an amplitude around 5 to
10K.

The fact to look at data locally, their separation according to QBO, and furthermore the
selection of winter data where the effect was found to be stronger, brought a completely new
set of results which could be summarized as follows :

in winter periods, strong correlations with solar activity of opposite signs for easterly and
westerly QBO and from pole to mid and low latitude in the region below 30 km and down to
the surface
a reversal of the sign of the correlation between part of the stratosphere and the
mesosphere, with the influence of the QBO decreasing with altitude

a planetary-wave type structure both horizontally and vertically in the atmospheric response
to solar activity

in all the height range the amplitudes of the solar dependence much larger than any model

prediction by at least one order of magnitude.

7. Oqnclusion

The existing models are not adequate rightnow to represent the solar influence as they

only take into account the change in UV flux, but before being able to take into account the large
scale dynamics in a coupled radiative-photochemical model, one needs to understand the
mechanism able to explain the forcing from the lower atmosphere or the surface which could be
induced by a change in solar activity. Some of the possible mechanisms are described in this

issue (EBEL, 1989).
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1.Introduction

Before the introduction of the Quasi Biennial Oscillation (Q.B.O.) in the

study of the solar-atmosphere relationship by LABITZKE (1987) and LABITZKE
and VAN LOON (1988), the only region of the atmosphere where an effect of a

change in solar activity was generally admitted was the mesosphere. The

response of the mesosphere, in phase with the solar activity, was found to be
about one order of magnitude above model expectancy (around 10 to 20

Kelvin). It was observed independently of the season and maximized around

70 km (Chanin et al. 1987). On the other hand, from the same study, it was

shown that the response of the stratosphere of opposite sign, clearly seen

during winter and autumn, was at the threshold of detection in spring and

summer. In the stratosphere, it was shown later that the separation of the

data taking into account the sign of the Q.B.O. amplifies the negative
correlation of the stratospheric temperature with solar activity in winter; it

then becomes more significantly negative for the East phase of the Q.B.O.

than when the data are all mixed (Labitzke and Chanin 1988). The studies of

the seasonal response of the atmosphere to solar effect is crucial to

understand the possible mechanism responsable of such a solar activity-

Q.B.O. relationship, knowing that the global dynamic circulation is quite

different according to the seasons. The purpose of this paper is to inquire if

such separation of the data according to the phase of the Q.B.O. has any

impact on the solar response of the middle atmosphere for seasons other

than winter.

2.Description of the data set

The data used for this study are the temperature profiles obtained from

the Rayleigh lidar which has been in operation at the Observatory of Haute-

Provence (O.H.P. FRANCE, 44°N-6°E) for the period 1979-1988 and at

Biscarrosse (44°N-I°E) for the period 1986-1988. The method has been

already described in several publications (Chanin and Hauchecorne 1984)

but it is worth noticing that the performances in term of range and accuracy

have been largely improved since 1984. The height range reached from both

stations is nowadays 90 km instead of 75 km before 1984. However the

stratospheric data were disturbed in the post El Chichon period (from April

1982 to February 1984) in the height range 30-34 km and even up to 38 km at

the time immediately after the eruption; therefore, for this analysis, the data

corresponding to the altitudes where aerosols were present were eliminated
from the data set. The downward extension from 30 km to ground level is

obtained by using the data from the two near-by radio sonde stations. The

quantity which is considered here is the temperature deviation of each

monthly averaged value from the corresponding mean value calculated for

the whole period of 1979 to 1988. The 10.7 cm radio solar flux is used as the

solar activity index. Even it is not the best solar parameter, the other ones

(i.e. the UV flux around 205 nm) are not available during the whole period
and the 10.7 cm radio solar flux has been shown to be reasonnably well

correlated with the solar UV flux, when looking for long term variation

(LONDON et al. 1984).
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The data were groupedaccordingto the sign of the Q.B.O. from the
classificationof LABITZKEandVANLOON(1988),andin 4 periodsof 3 months
each: December-January-February(DJF) for Winter, March-April-May
(MAM) for Spring, June-July-August(JJA) for Summer,and September-
October-November(SON)for Autumn.The numberof temperaturemonthly
meansusedin this studywas112usinga totalnumberof 799profiles.
3.Seasonalvariation

The response of the atmosphere to change in solar activity is given for
different seasons in Figure 1 for the Westward phase of the Q.B.O. and in

Figure 2 for the Eastward phase. As expected, the atmosphere responds

positively in the mesosphere in all cases even though with different
amplitudes. The largest amplitudes between the minimum and maximum of

the solar activity are observed in Winter and Summer for both Q.B.O. signs, as

already shown when the data were not sorted out according to Q.B.O. (Chanin
et al. 1987).

In the stratospere, the Spring and Winter correlations are identical and

negative for Q.B.O. West, whereas Summer and Autumn correlations are

positive; for the Q.B.O. East, the Spring is the only season where the response
is positive. The amplitudes around 40 km of the negative dependence for

Q.B.O. East are decreasing from Winter to Autumn and Summer but are larger
in general than Q.B.O. West.The only periods for which the correlation

coefficient is significant above the 95% confidence level in the stratosphere

are the Autumn and Winter for Q.B.O. East (Figures 3 and 4) and the Spring
for Q.B.O. West (Figure 5) and the larger correlation coefficient is found in

Autumn for Q.B.O. East: 0.78. The more noticeable feature is the opposite

behaviour of the Spring responses for the two different signs of the Q.B.O.,

which should be related to the way the atmosphere recovers after the final

warning. The response of the stratosphere may then be partly smoothed out

when all the data are used independently of the Q.B.O..
At that point it is worth comparing these results with the ones obtained in

summertime by LABITZKE and VAN LOON (1989 b). They conclude from the

analysis performed at 30 mb that it was not necessary to sort out the data to

obtain a positive statistically significant response to solar activity. This is not

in contradiction with the results of Figures 1 and 2 where the response for

both Q.B.O. responses are shown to be positive at 24 km (30 mb). However

figures 6 and 7 indicate that a more significantly positive value is observed
at this altitude for Q.B.O. West than for Q.B.O. East. There is therefore an

indication that the behaviour in the stratosphere is sensitive to the sign of

the Q.B.O., even though differently for each season, and the regular
alternance of positive and negative responses as a function of altitude seen

during winter is not always observed for the other seasons.

4. Mean annual dependence

As the signs of the solar dependency are not systematically opposite
for the East and West phases of the Q.B.O. one can wonder what is the

response of the atmospheric temperature to solar activity when all the
seasons are considered and all the years are taken into account

independently of the sign of the Q.B.O.. The answer is given in Figures 8 and

9 in terms of correlation coefficient and solar dependence. The correlation

coefficient in the stratosphere varies from +0.25 to -0.25 from 20 to 40 km, to

reach +0.6 in the mesosphere. These values are much lower than the ones

mentionned before, but due to the large quantity of data, they are above the

95% confidence level. The amplitude of the response for minimum to

maximum are about +2 K at 20 km, -4 K at 40 km, and +10 K at 65 km. This

value are not negligeable compared to the temperature trends observed for a
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decade,whicharecloseto -0.5K at 20 km and -2 K at 40 km. Theses results

obtained at a specific site is not expected to be valid on a global mean if, as

shown by LAB1TZKE and VAN LOON, the response to solar activity follows a

regional pattern. However it is an indication that the data have to be used

carefully when looking at long term trend unless the data set covers several

solar cycles and allows a separation of both solar and long term effect. It is

yet to be seen if a solar cycle response exists on a global mean, in the upper

stratosphere and mesosphere: the long series of data available for such a

study are mainly provided by the existing rocket stations, which are known
not to be uniformely spread, even in the North hemisphere, and we feel that

those data cannot be used safely to estimate global temperature trends.

5.Conclusion

A more complete study of the response of the whole middle atmosphere

to changes in solar activity is needed to get a global view of the solar
influence on the stratosphere, and to conclude about the role of the Q.B.O..

From this study, it seems that significant negative or positive responses of

the stratosphere are Q.B.O. dependent, while the systematic positive response

of the mesosphere is only slightly amplified for Q.B.O. East. The role of the

Q.B.O. in summer and autumn periods is puzzling as the filtering role of the

stratospheric winds, existing in Winter and slightly less in Spring, is less

likely to be of any importance during the rest of the years. A result which

could be important for stratospheric trend study is the indication that a

significative influence of the 11 year solar cycle is seen, at least at some

specific sites, which, as it is likely due to dynamics, have not be expected
from the models.
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Earlier studies on the influence of solar activity variations within

a ll-year solar cycle on temperature changes in the middle atmosphere revealed

that while the temperature in the mesosphere showed strong response to changes

in solar activity, the stratosphere remained almost unaffected (MOHANAKUMAR,

1985; 1987; 1988). Recent studies (LABITZKE, 1987; LABITZKE and VAN LOON, 1988;

I_BITZKE and CHANIN, 1988) showed that when the temperature data were grouped

into east or west phase of the equatorial quasi-biennial oscillation (QBO) in

stratospheric zonal wind, significant relationships of temperature in the

lower stratosphere and troposphere could be obtained with 10.7 cm solar radio

flux. Positive correlations in high latitude regions and negative correlations

in mid-latitude and tropical regions were obtained during winter when the QBO

was in its west phase. During the east phase, converse relationships were

indicated. These interesting results inspired the present study on the response

of solar activity in ll-year cycle on the temperature structure of the middle

atmosphere in the two phases of equatorial QBO of zonal wind at 50 mb, in

tropics, mid-latitude and antarctic regions

Soviet M-IO0 rocketsonde-derived temperature data collected from

Thumba (8°N, 77°E) in tropics, Volgograd (49°N, 44°E) in mid-latitude and

Molodezhnaya (69°S, 56°E) in antarctic for a 14-year period from 1971 to 1984

were used for the present study. The temperature data at every 5 km interval

from 15 to 80 km altitude region were selected for the above three stations.

Re winter-time temperature was obtained by averaging the data during January

and February, and the summer-time temperature by averaging data during July

and August for the two Northern Hemispheric stations, whereas, for the antar-

ctic station, the months representing these two seasons are just reverse.

These were then grouped according to the periods of easterly and westerly

phases of QBO at 50 mb. 10.7 cm solar radio flux was taken as the solar acti-

vity parameter for the corresponding periods.

The linear correlation coefficients computed for every 5 km levels

between the solar radio flux and temperatures at the three stations are shown

in Fig.l. Scattergrams of solar radio flux and temperatures for few selected

levels in the stratosphere are also given in the figure to highlight the effect

of solar activity on temperature in the two phases of QBO.

During both the seasons, the temperatures in the tropical stratosphere

show strong negative correlation with solar radio flux during the westerly

phases of QBO and positive or weak negative correlation during the easterly

phases. Below 20 km, over tropics, strong positive correlations are obtained

during both the seasons and the two phases of QBO. The scattergrams at 30 and

40 km altitude over Thumba indicate that the temperature changes during the

westerly phases of QBO are consistently out-of-phase with the changes in solar

activity, while during the easterly phase, the variations are inconsistent.



40

In mid-latitude and antarctic regions, the lower stratospheric temper-

atures in summer show positive correlation during the easterly phases and

uegative correlation during the westerly phases of QBO. During winter, on the

other hand, lower stratospheric temperature register positive correlation

during the westerly phases and negative correlation during the easterly phases.

Changes in the slope of the regression line in the scatter diagrams further

_ndicates the lower stratospheric circulation pattern modulates the solar

induced changes in the stratospheric thermal structure.

The response of mesospheric temperature to the solar activity is not at

all altered by the variations in equatorial stratospheric zonal winds. During

both the phases of QBO, the temperatures in mesosphere indicate a direct assoc-

iation to the solar activity at all the three stations. The altitude of maximum

response to so]ar variations is found to be a function of season. The thermal

response to solar variations attains its peak value in lower mesosphere (55-60

kin) during winter and in middle mesosphere (65-70 km) during summer. The sumner-

time temperature in mesosphere shows a better relation with the solar activity

lhan during winter, irrespective of the change in phases of QBO.

Hiddle atmospheric temperature departures from the long period (14 year)

mean, computed for January and July at every 5 km intervals, over the three

stations are illustrated in Fig.2. The vertical arrows in the lower part of

Fig.2 depict the periods of quasi-biennial west wind maximum. Periods of high

and low solar activity are indicated on the upper part of the Fig.2.

During both summer and winter, consistent and ,_rked cooling is observed

in mesosphere in association with the period of low solar activity. The maximum

cooling is observed when the solar activity attains its minimum. Maximum cooling

occurs slightly early in winter than in summer. As the solar activity increases

from minimum to maximum, the temperatures in mesosphere steadily increases and

produces consistent heating. Inwinter, the heating occurs early during solar

maximum in the upper mesosphere, whereas, in summer it occurs slightly later

during so]ar maximum in the middle mesosphere. The rate of heating decreases as

the solar activity gradually subsides and the mesosphere becomes cooler after
1982.

The heating/cooling regimes in mesosphere, produced during the active/

weak phases of solar activity, are transported downwards to the stratosphere.

The downward transport of the heating/cooling regimes is slow during winter,

whereas, there is a rapid downward spreading observed during summer. The temp-

erature changes in middle stratosphere are found to have an inverse relation

with those in mesosphere. The middle and lower stratosphere register cooling

during solar maximum and heating during solar minimum in both summer and winter

seasons at all the three stations. The rate of heating/cooling observed in

stratospheric layers are comparatively lower in magnitude than the mesosphere.
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The direct modulation of temperature of the mid-latitude

mesosphere by the solar-cycle EUV variation, which leads to

greater heat input at higher solar activity, is well
established. In an earlier paper (von COSSART and TAUBENHEIM,

1987) we have analyzed more than 500 rocket-measured

temperature profiles in the height range 20-80 km over

Volgograd (latitude 49 N), covering almost two solar cycles

from 1963 through 1983. Averaging over all seasons and times

of day, we found a maximum response of temperature to the

solar cycle near the altitude level of 65 km, with an

amplitude of about 6 K between low (solar 10.7 cm radio flux

F < I00) and high (F > 180) solar activity. With decreasing

height in the middle atmosphere, this response falls to zero

near 50 km. In an independent, somewhat different evaluation

of the same Volgograd rocket data, MOHANAKUMAR (1987) found

the same height dependence, but a slightly larger solar-cycle

amplitude of 17 K near 65 km. These results have been

excellently corroborated by temperature profiles derived by

CHANIN et al. (1987) from air density data measured with the

Rayleigh Lidar at Haute Provence (latitude 44 N), which again
indicate a maximum solar-cycle response near 85 km altitude,

but with still larger amplitudes up to about 25 K for winter,

and I0 K for spring months.

At heights below 50 km, in the stratosphere, temperatures seem
to be negatively correlated with the phase of the solar cycle.

The amplitude of this variation is small, statistically not

significant in the rocket data (yon COSSART and TAUBENHEIM,

1987), but marginally significant with a few K in the Lidar

data (CHANIN et al., 1987). Presumably this anti-phase
variation of mid-latitude stratosphere temperatures, if it is

real, must be produced by the dynamics of middle atmosphere

circulation: It is well known that in medium and high

latitudes there is an anticorrelation between mesopause and

stratopause temperatures, not only in the seasonal variation

but also in variations on shorter time scales, e.g.,

stratospheric warmings (cf. TAUBENHEIM, 1983). It seems not

unreasonable to assume that such dynamical compensation

mechanism could function on the longer time scale of an ll-yr

variation as well.

Middle atmosphere temperature modulation by the solar cycle is

independently confirmed by the variation of reflection heights
of low-frequency radio waves in the lower ionosphere, which

are regularly monitored over about 30 years at our Observatory

of Atmosphere Research at Kuehlungsborn (geographic

coordinates 52 N, 12 E). As explained elsewhere in detail

(TAUBENHEIM and Yon COSSART 1987), these reflection heights

depend on the geometric altitude of a certain isobaric surface

(near 80 k), and on the solar ionizing Lyman-alphe radiation

flux. Knowing the solar-cycle variation of Lyman-alpha (e.g.,



44

ROTTMAN 1988) we can calculate how much the measured
reflection heights would be lowered with the transition from
solar minimumto maximum, if the vertical baric structure of

the neutral atmosphere would remain unchanged. This expected
reflection height variation is shown in the first line of the

Table below, while the second line gives the observed height

change (Von COSSART 1984), which obviously is markedly

smaller. This discrepancy between expected and observed height
change must be explained by an uplifting of the isobaric level

from solar minimum to maximum, caused by the temperature rise

in the mesosphere. By integrating the solar-cycle temperature

changes over the height region of the middle atmosphere, and
assuming that the lower boundary (tropopause)has no solar

cycle variation, we can estimate the magnitude of this

uplifting. It is given in the last two lines of the table,

for the Lidar-derived and for the rocket-measured temperature

variations, respectively. Comparison of these figures with

those in the third line of the table suggests that the real

amplitude of the solar-cycle temperature variation in the

mesosphere is underestimated when using the rocket data, but
probably overestimated with the Lidar data.

Table i: Solar minimum-to-maximum change of radio wave

reflection heights (in km) in the mid-latitude lower
ionosphere

winter summer

Calculated from Lyman-

alpha variation only

Observed

- 1.8 - 1.5

- 0.8 - 1.0

Difference (interpreted as

isobaric level uplifting)

Estimated from Lidar data

Estimated from rocket data

+ 1.0 + 0.5

+ 1.3 + 0.85

+ 0.35 + 0.25

Correlations between solar cycle and stratospheric winter

temperatures in dependence on the QBO, as found by LABITZKE
(1987) and discussed by LABITZKE and Van LOON (1988) seem to

represent quite another kind of interaction between solar

activity and middle atmosphere, rather than the direct EUV-

induced modulation. This can be seen from fig. i, where we

have plotted the minimum geometric altitudes (in decameters)

of the 30 hPa isobaric surface over the Northern Hemisphere in

January/February, i.e., the height of the center of the winter

polar vortex, versus the Zurich sunspot numbers (R). The data

base is the same as used by LABITZKE (Daily maps of the 30 hPa

surface, issued by the Institute of Meteorology of the Free

University, Berlin-West). Each winter in the period 1961 to

1987 is representd by a symbol "E" or "W', indicating the

phase of the quasi-biennial oscillation (QBO). These
symbols, however, have been put in parenthesis in those cases

when a major stratospheric warming occurred in January or



February, leading to enhanced mean temperature of this 2-month
interval.
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The symbols "E" and "W" without parenthesis are in general
accordance with the earlier findings of HOLTON and TAN

(1980), that the winter polar vortex is stronger (the vortex
center is deeper) during a "W" phase than during an "E" phase
o£ the QBO. Obviously, the symbols without parenthesis do not
show any significant dependence on solar activity, neither for
"E" nor for "W" phase, while those in parenthesis generally

lie above them, as to be expected in the case of major warming
of the stratosphere. From the distribution of symbols with
parenthesis in fig. i, the following relations between major
stratospheric warming, QBO, and sunspot numbers become
immediately apparent: As pointed out by LABITZKE (1982)
already several years ago, the probability of occurrence of
major midwinter stratospheric warmings is higher in "E-phase"
than in "W-phase" winters. This rule, however, holds true only
for low and medium solar activity. Higher solar activity seems

to "suppress" the proneness of E-phase winters to major
warmings. On the other hand, higher solar activity seems to
"unlock" some destabilizing mechanism, which allows

stratospheric warmings to evolve during W-phase winters where
they are "forbidden" at low solar activity. Clearly there is a
threshold of solar activity where the occurrence of major
warmings switches over from E-phase preference to W-phase

preference. Fig. 2 shows the curve of yearly mean Zurich
sunspot numbers since 1950, and in the bottom strip, the
occurrence of major stratospheric warmings indicated by full

and open rectangles for W and E phase winters, respectively.
The above-mentioned threshold may be placed near a sunspot

number of R = 90, represented by the horizontal line.
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In conclusion we should like to state that it seems not

appropriate to discuss solar forcing of the winter

mid-latitude stratosphere in terms of regression or

correlation of temperature with solar activity indices.

Rather, it might be more helpful to think of a solar activity-

dependent "locking" and "unlocking" of trigger mechanisms for
polar vortex breakdowns.
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The part of energy of the planetary waves which enters the

stratosphere depends on conditions of planetary wave generation

and propagation through the tropopause, and the part of planetary

wave energy which enters the mesosphere depends on conditions of

planetary wave propagation through the stratopause. In this report

an attempt is made to estimate connections between extratropical

middle atmosphere temperature long-term variations and portions of

energy of planetary waves which enter the mesosphere and strato-

sphere during winter seasons in Northern and Southern Hemispheres.

Interannual variations of temperatures at the 30 km and 70 km

levels are investigated for the central winter months of the

period 1970-1986. This period includes the descending branch of

the 20th solar cycle and the whole 21st cycle. Calculations are

made on the basis of measurements at Heiss Island and Molodezhna-

ya.

Figure 1 shows interannual temperature courses at heights of

30 km and 70 km over Heiss Island and Molodezhnava for the central

winter months (January and July respectively) during the 1971-1986

period. It can be seen that interannual variations of the meso-

spheric and stratospheric temperatures are out-of-phase. The long-

-term variations of temperatures with periods of about I0 years

are more visible in the mesosphere. In the northern hemisphere

these oscillations are superlmposed by oscillations with shorter

periods, which may be connected with interannual variations in

intensities of stratospheric warmings.

Monthly mean temperatures at 70 km level for central winter

months over Molodezhnava and Heiss Island for west (W) and east

(E) phases of QBO for 1970-1976, 1977-1986 and 1970-1986 periods

are shown in the Table:

1970-1976 1977-1986 1970-1986

W E W E W E

Heiss Isl. 199 190 216 209 207 202

Molodezhnaya 209 210 225 213 219 212

It can be seen that the east phase of QBO is followed by lower

mesospheric temperatures.
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THE QBO AND WEAK EXTERNAL FORCING BY SOLAR ACTIVITY:

A THREE DIMENSIONAL MODEL STUDY
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Introduction

The goal of this study is a better understanding of the physical mechanisms leading to

significant correlations between oscillations in the lower and middle stratosphere and so-

lar variability associated with the sun's rotation. A global 3-d mechanistic model of the

middle atmosphere is employed to investigate the effects of minor artificially induced per-

turbations. The aim is to explore the physical mechanisms of the dynamical response

especially of the stratosphere to weak external forcing as it may result from UV flux chan-

ges due to solar rotation. First results of numerical experiments dealing about the external

forcing of the middle atmosphere by solar activity were presented in a paper by Dameris et

al. (1986). Different numerical studies regarding the excitation and propagation of weak

perturbations have been continued since then (Dameris, 1987; Ebel et al., 1988).

Description of experiments, Results

The model calculations presented in this paper are made to investigate the influence of

the quasi-biennal oscillation (QBO) on the dynamical response of the middle atmosphere

to weak perturbations by employing different initial wind fields which represent the west

and east phase of the QBO. The initial wind fields used for tlds study are shown in figure

1: They are characterized by realistic, relatively strong vertical gradients in the tropics

between 10 and 40 km height. The conditions at middle to high latitudes are the same for

both cases (solstice conditions, north winter, south summer). The global 3-d numerical

model taken for this study is the same as described in detail by Dameris et al. (1986)

(fully nonlinear, primitive dynamical equations in flux form). Based on the experiments

done in the past the external forcing function and the lower boundary conditions are cho-

sen as follows: A weak standing temperature oscillation (zonal wave number I) centred

at 43 km height, 2.5°N is assumed with a maximum amplitude of 1.5 K. The amplitude

decreases linearly to half its value in a distance of + 5.4 km and + 20 °. A period of 13.6

days is employed. Stationary waves of geopotential height have been excited at the lower

boundary (I0 kin). Their characteristics are: Zonal wave number one and two, maximum

amplitudes of 100 gpm and 30 gpm, respectively, centred at 60°N (winter), decrease of
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amplitudes to zero at 30°N and 800N. lYansient zonal waves are simulated at the lower

boundary assuming the latitudinal structure of free westward travelling modes. The follo-

wing modes were used: (1,4), 16-day wave (max. amplitude 50 gpm); (I,3), 10-day wave

[20 gpmi: (I,2), 5-day wave 12 gpm).

In the following results of the two model experiments are presented which differ only by

the definition of the initial wind fields representing the west and the east phase of the

QBO. The external forcing and also the lower boundary conditions are the same for both

experiments. For a better presentation of the effects of the weak external forcing, control

runs without external forcing were also made for otherwise identical conditions. Here only

the differences between the experiments with weak external forcing and the respective

control run are shown.

Figure 2 shows the horizontal structure of temperature perturbations at 26 km height due

to the periodic temperature forcing for both cases (QBO-west, QBO-east) for model day

80, where the differences between the two calculations are most obvious: For the west case

two regions of significant response to the assumed temperature perturbation are observed,

one in the equatorial region {0.4 K_ and the other at high latitudes of the winter hemis-

phere (0.5 K). The results for the east case indicate significantly stronger amplitudes of

the temperature perturbation at high latitudes of the winter hemisphere up to 2.5 K. A

similar result is found for the perturbation of the geopotential height field (not shownb

For model day 80 maximum amplitudes of 6 gpm are found for the west case instead of

30 gpm for the east case, also observed at high latitudes of the winter hemisphere.

An important tool to analyse the model results and to get an indication why the model

reacts in such a way is given by the Eliassen Palm (EP) flux diagnostics. The results shown

in figure 3 indicate that there is little or no transport of wave energy across the critical

wind line (u=0j into regions where the mean wind is easterly. At model day 76 (here also

differences with respect to control run) the meridional cross section of the EP-vector for

the west case indicates relatively strong activity at the tropics lower than 30 km height in

comparison to the results of the east case. This effect is probably caused by the westerly

winds in this region: The wave energy can directly penetrate from the region of main

forcing (43 kin, 2.5°N} to lower levels. At middle to high latitudes of the stratosphere the

EP-vectors (transport of wave energy) are significantly enhanced for the east case. Most

of the perturbation energy is bend into the region of westerly winds (winter hemisphere).

Conclusion

The model results show s_gnificant differences of the dynamical response of the middle

atmosphere to weak external forcing by assuming different initial conditions representing

the west and the east phase of the QBO. If the QBO has its easterly phase, solar indu-

ced perturbations, which are generated near the equatorial stratopause, lead to stronger
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variations in the middle and lower stratosphere than during the west phase of the QBO.

Up to now no statistical analysis is available for a comparison with our model results.

Statistical analyses which were made in the past, for example by Ebel et al. (1986) must

be repeated, but now with regard to the different QBO phases, to get indications if the

real atmosphere reacts similar.

140

120

I00

g ao
I-

} 60

,,t_ _ . . _x_ _
j tilt <_ x _ _ , •

_,, ,,-,h ,/,,
90S 605 3OS 0 30N 60N

LAT 1TUBE I DEGREES }

ZI)N^I. MEAN II IM/:;I ZONAL MEAN U (M/S]
q0N 905 60S 30S 0 30N 50N '9ON_OS II)N GIiN

o

0 30N 60N

,.../j-----.--

• "1-n20_ F_ /

90N 90S 60S 30S

LATITUDE [DEGREES ]

140

120

1O0

80

60

-40

-20

9ON

Figure 1: Initial stage of the mean zonal wind field used for the numerical experiments,

representing the west phase of the QBO (lefth representing the east phase of the

QBO (right). Positive and negative values indicate eastward and westward motion,

respectively. Units are m/s.

! IK) DAY aO 26 KM HEIGHr T [K] DAY 80 26 KM HEIGHT

O 45 90 t35 180 225 270 %15 3GLI 0 45 90 135 180 225 270 315 350

90 , I _L___I _ I , I ,___1 ___ _L ..___ _ , I , I , I _ l , l , I , I '} 90

-90 i'_'_' I ' I ' I ' I ' I ' I ' I ' I ' I ' I ' I ' I ' I ' Io , I ' -90

0 45 90 135 160 225 270 315 360 0 45 90 135 180 225 270 315 360

LONGITUDE {DEGREES] LONGITUDE {DEGREES]

Figure 2: Horizontal structure of the response to periodic temperature forcing centred at

43 km height, 2.5°N with a zonal wave number 1 structure. Temperature perturbations

(differences with respect to control run) in K at 26 km height for model day 80.West-

case deft-hand side) and East-case (right-hand side). Attention, the contour lines are

different for the two cases.



52

£

_z

4S_

2Z ¸

I

ICP-V_CTOR FOR _OSY 76
EP-V[CTOR FOR DAY 75

_o, ..... F ?" "" '°' ?' _ 'F ?"
i J L L [ i J J i _ i i J i i i J _ i [ r i L i i i i

.........................I /S/2
.................. _' | ii ........... _7//'>'/7 i

• 3 _- .......... _)0 "_' r
I

SIS ]05 O ION 501 tON 605 lOS O ION IOi_ _

L,AT_T_II[ (DIR[£._I LATI19[ [DEC, RIll

60

40

20

90t_

Figure 3: Differences of the EP-vectors (differences with respect to control run) for the

West-case (left-hand side) and East-case (right-hand side) for model day 76. The

distance occupied by 10 ° of latitude represents a value 2 _ a2 po • 7.0 • 10-3m2s -2 of

F_ and that occupied by 10 km of pressure-altitude z represents a value 2 _a3po • 6.2 •

lO-Srn2s -_ of F,.

Referen ces

Damefis M., Die Ausbreitung schwacher solar induzierter St6rungen in der mittleren At-

mosph/ire, Mitteilungen aus dem Institut flir Geophysik und Meteorologie der Uni-

versitiit zu K61n, 53, 1987.

Damefis M., Ebei A., Jakobs H.J., Three-dimensional simulation of quasiperiodic pertur-

bations attributed to solar activity effects in the middle atmosphere, Ann. Geophy-

sicae, 4,287-296, 1986.

Ebel A., Dameris M., Hass H., Manson A.H., Meek C.E., Petzoldt K., Vertical change

of the response to solar activity oscillations with periods around 13 and 27 days in

the middle atmosphere, Ann. Geophysicae, 4, 271-280, 1986.

Ebel A., Dameris M., Jakobs H.J., Modelling of the dynamical response of the middle

atmosphere to weak external forcing: Influence of stationary and transient waves,

Ann. Geophysicae, 6,501-512, 1988.



N90-28172 53
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Abstract. The suggestion that galactic cosmic rays (GCR) as modulated by the solar
wind are the carders of the component of solar variability that affects weather and
climate has been discussed in the literature for 30 years, and there is now a considerable
body of evidence that supports it. Variations of GCR occur with the 11 year solar cycle,
matching the time scale of recent results for atmospheric variations, as modulated by the
quasibiennial oscillation of equatorial stratospheric winds (the QBO). Variations in GCR
occur on the time scale of centuries with a well defined peak in the coldest decade of
the "little ice age'. New evidence is presented on the meteorological responses to GCR
variations on the time scale of a few days. These responses include changes in the
vertical temperature profile In the troposphere and lower stratosphere in the two days
following solar flare related high speed plasma streams and associated GCR decreases,
and in decreases in Vorticity Area Index (VAI) following Forbush decreases of GCR. The
occurrence of correlations of GCR and meteorological responses on all three time scales
strengthens the hypothesis of GCR as carders of solar variability to the lower
atmosphere.

Both short and long term tropospheric responses are understandable as changes in the
intensity of cyclonic storms initiated by mechanisms involving cloud microphysical and
cloud electrification processes, due to changes in local ion production from changes in
GCR fluxes and other high energy particles in the MeV to low GeV range. The nature
of these mechanisms remains undetermined. The height distribution of the tropospheric

response and the amount of energy involved and the rapidity of the time response
suggest the release of latent heat could be involved. Changes in cloud albedo and
absorptivity to infrared radiation are also plausible. Both the release of latent heat and
changes in radiative transfer can account for the observed changes in vertical
temperature profile, leading to changes in the intensity of cyclonic disturbances that are
associated with changes in vorticity area index. Theoretical considerations link such
changes to the observed latitudinal movement of the jet stream.

Possible stratospheric wind (particularly QBO) effects on the transport of HNO_ and
other constituents incorporated in cluster ions and possble condensation and freezing
nuclei are considered as relevant to the long term variations. This is an abddged

version of the full paper that is being published elswhere.

RESPONSE OF TROPOSPHERIC TEMPERATURE PROFILE TO
HIGH SPEED PLASMA STREAMS

The atmospheric response to short term solar wind changes near the earth has been
examined using the data source of Lindblad and Lundstedt (1981, 1983). From their list
of High Speed Plasma Streams (HSPS), defined_ by an increase in solar wind speed
between consecutive days of at least 80 km s-'_, a set of stronger events has been

selected defined by dV = (V m - Vo) > 200 km s", where Vm is the maximum speed ot
the interplanetary plasma stream m the vicinity of the eartH, and Vo is the smallest
speed on the first day. Over the period Jan. 1966 through Feb. 1978 tliere were 55 such
HSPS associated with solar flares, and 196 HSPS not associated with flares. The non-
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flarestreamswere mostlyassociatedwith coronalholesand wereconsiderablymore
frequent on the declining phase of the solar cycle, in agreement with the well known
preponderance of recurrent magnetic storms during this pedod. The distinction between
the flare and non-flare related HSPS corresponds approximately to the distinction made
by Budaga et al. (1984) between transient shock associated flows and corotating streams.
(Nevertheless shock associated flows can sometimes result from coronal mass ejections
not associated with flares.) HSPS in general are associated with gradients in the solar
wind velocity transverse to the 'garden hose' direction of the large scale magnetic field,
whereas the flare related events also include strong gradients along the garden hose
direction. A number of terrestrial effects are associated with HSPS events, including
magnetic storm related X ray emissions; thermal, chemical and dynamical perturbations of
the thermosphere, and penetration of fluctuating large scale electric and magnetic fields
to the surface. For many of the flare related events there is in addition the reduction
of the flux of GCR that penetrate to varying depths through the atmosphere (Forbush
decreases), and for some the precipitation of particles in the MeV to GeV range at high
latitudes. These effects of solar wind disturbances have been described for example by
Akasofu and Chapman (1972, particularly ch. 7) and more recent reviews are those in the
series of US National Reports to the IUGG. Thus there are a number of possible short
term carders of solar variability to the atmosphere, and a detailed analysis is required to
identify at least one that has the appropriate time variations to cause the observed
tropospheric responses.

It should be stressed .that the rather extreme HSPS events selected according to the
criterion dV > 200 km s-] are relatively rare, only 4 or 5 of the flare related events per
year on average, with a maximum occurrence (around solar maximum) of 10 per year.
We study these as diagnostics; if short term but rare GCR changes unambiguously affect
the troposphere then 11 year and longer term GCR changes may do so also. Of the 196
non flare events, 55 were selected to form a comparison set, with each as far as possible
a match by being about the same dV and near to the time of a flare event. In Fig 1
from the top panel down we compare superposed epoch analyses of solar wind velocity
(V) in the vicinity of the earth; solar wind magnetic field strength (B); GCR flux at
the surface; and tropopause pressure, using the first day of increase of solar wind
velocity as the key day (day 0). For the flare related events (solid curve) B increased
by about 4nT on average, relative to the previous level of 5-6nT. The peak effect is on
day 0. For the non flare events there is an increase over several days preceding day 0,
and a drop of 3-4nT afterwards. The third panel shows that the average Forbush
decrease in the GCR neutron count rate at Dourbes, Belgium was about 1% for the flare
related events. The peak effect is on day +2, and the percentage effect at 5-20 km
altitude would have been several times larger (Pomerantz and Duggal, 1974), since the
main GCR flux at these heights is at lower energies that are more strongly affected by
the interplanetary magnetic field than the higher energy flux that reaches the surface.
In the case of the non-flare related events, the GCR change is smaller and of a different
shape. This might be considered strange in view of the closeness of the V variations,
and some similarities of the B variations in the two data sets. However, as noted
eadier, a very important variation in V and B for modulating GCR fluxes is in the
gradient along the garden hose direction, associated with shocks and produced by coronal
mass ejections mainly associated with solar flares, that are not easily separable from
transverse gradients in measurements by spacecraft near the earth. Another difference is
that for corotating streams the magnetic field strength increases a day or two before it
does for shock associated flows, relative to the increase in solar wind velocity (Burlaga
et el., 1984).

The bottom panel shows the response to the HSPS in tropopause pressure measured by
radiosondes above Bedin, from the data series Meteorologische Abhandlungen. There is
about a 20 mb increase in tropopause pressure on day +2 that is more than two standard
deviations above the mean. The response to the non flare-related HSPS is less than one
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standadd deviation. The changes associated with flare related HSPS have not been found
for lower speed streams than those selected here. The tropopause response also reveals
itself as a change in the vertical temperature profile, and Figure 2 shows the average
temperature change for the flare associated events computed as a function of height,
obtained by subtracting the profile for day -1 from that of day +2. The response is in
the form of a heating by 2-3 ° C near the tropopause height (-12 km), and a cooling by
about the same amount near 5 km, resulting in a decrease in tropopause height of about
0.7 km, that is equivalent to a pressure increase of about 20 mb. These tropopause
height and temperature changes have been confirmed by direct examination of the
measured parameters.

RESPONSE OF VAITO FORBUSH DECREASES

In view of the tropospheric responses in Figs 1 and 2 being associated with Forbush
decreases, it was decided to use specifically the days of onset of Forbush decreases as
key days in a superposed epoch analysis of northern hemisphere VAI responses. A table
of Forbush decreases greater than 3% observed by the Mt. Washington neutron monitor
was used (NGDC 1985). The energy of the particles monitored lies primarily in the range
1-10 GeV. Actually, a more appropriate GCR flux to use in comparison with VAI
variations would be that of about a factor of ten lower in energy, which is the main
source of ionization and a source of chemical species in the lower stratosphere and
troposphere. The neutron monitor data is used as a proxy for this lower energy GCR
flux, which is supplemented at times by particles in the same energy range energised in
the sun, the solar wind, and the magnetosphere.
The results of the superposed epoch analysis for 72 events from Nov. 1955 through April
1962, and for 106 events from May 1963 through Feb. 1982 are shown in Figs 3 and 4.
The averaged variation of GCR observed with the Climax neutron monitor is shown for
the same events. The VAI responses are further separated according to whether the
events occurred in the winter months (Nov.-March) or the remainder of the year (April-
Oct.), and according to whether they occurred in the QBO W or E phases. The results
show that there is in general a reduction in the VAI associated with the reduction in
GCR for both the 1955-62 and 1963-82 periods, and that this is deeper in the winter than
in the non-winter, and that it is present for both QBO phases. A further subdivision of
the winter data into E and W QBO phases (not shown) also resulted in the VAI reduction
appeadng about equally strongly in each phase. These events were not selected for
steady solar wind or absence of sector boundaries or other Forbush decreases preceding
or following the event within the epoch used in the analysis, as has been the case in
previous VAI analyses, and some of the 'noise' in the VAI may be due to this.

PLAUSIBILITY OF GCR AS CARRIERS OF SOLAR VARIABILITY TO THE
LOWER ATMOSPHERE

There are GCR variations that match the meterological and climate responses three
different time scales. On the century time scale the decadA of the l_90's, in the coldest
part of the "little ice age" coincided with a peak in the T4C and "VBe production from
GCR; the latter was 70% above levels before and after, from concentrations measured in
Greenland ice cores (Attolini, et al.; 1988). There is an 11 year variation by about 50%
in the GCR produced ionization at upper troposphere/lower stratosphere heights and an
11 year variation by a factor of about 10 in its day to day variability (Pomerantz and
Duggal, 1974). The time variations of GCR and meterological variables in Figs. 1 to 4
show that GCR have appropriate time variations to be carriers of the short term (day to
day) solar variability to the lower atmosphere. It is recognized that the presence of a
correlation does not demonstrate by itself a physical connection. However the energetic
particle hypothesis (low energy GCR and other particles of similar energy from the sun,
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interplanetary medium, and magnetosphere) seems the most promising one in terms of
analyses made to date, and so we will continue to explore it.

The changes in height profile of Fig 2 occurred in the range 2-15 km, maximizing (in
terms of energy involved) near 5 km or 500 mb. This is near where the greatest VAI
response to sector boundary changes was found by Wilcox (1974) and not far from the
700mb level where Stolov and Shapiro (1974) found that large negative (cyclonic) centers
developed in the 4 days following geomagnetic storms. This is the height range where in
regions of uplift, associated especially with wintertime cyclonic disturbances, there is
latent heat release occurring from conversion of water vapor to liquid and liquid to solid.
Pauley and Smith (1988) showed that latent heat release exerted important direct and
indirect influences on the development of a synoptic scale wave system containing an
extratropical cyclone, particularly below 500mb, with latent heat release producing
heating of up to 15°C per day. In the same regions changes in the production of cirrus
clouds would affect albedo to visible radiation and absorptivity to infrared. Thus
changes in cloud microphysical processes associated with variations in GCR ionization
could significantly affect the air temperature and dynamics of a cyclone. Only very
small amounts of energy are required to initiate changes in these processes, if changes in
condensation nuclei or ice nuclei are involved. If electric fields are involved in the

cloud microphysics, then this is the height region where the conductivity is lowest and
where only a small amount of energy in the form of a change in ion production has the
greatest effect on the conductivity and electric field. The dominant source of ions in
the troposphere and lower stratosphere above 1 to 2 km altitude is GCR.

An hypothesis linking the solar wind and cosmic ray changes on both short and long
time scales to tropospheric and lower stratospheric changes is that: (a) an increase
(decrease) in cosmic ray ion production in this region is reflected in changes in cloud
microphysical and cloud electrification processes; so that (b) where there is supercooled
liquid water or condensing vapor or evaporating droplets in regions such as cyclonic
eddies in the jet stream, there is an increase (decrease) in the release of latent heat
associated with the changes of state of water, and changes in cloud albedo and infrared
absorptivity; that (c) affect the vertical temperature gradient; that in turn (d) increases
(decreases) the intensity of the cyclonic eddies and thus increases (decreases) the
vorticity area index. It is likely that: (e) there will be associated changes in wave
activity that generate a divergence in the momentum flux in the general circulation; that
(f) thereby produce latitudinal shifts in the mean latitude of the jet stream and in
averages of storm track latitudes.

For Forbush decreases, a decrease in latent heat release in storms would occur with

the above scenario, and this matches the observed reduction in temperature near 5 km as
shown in Fig. 2. While changes in latent heat release would generally be associated
with individual storms, this is not necessarily the case for changes in cloud albedo and
absorbtivity. If these changes occur over a large region, say poleward of the jet stream,
they could produce a change in temperature profile in that region that would affect the
pressure gradient across the jet stream leading to a change in the average intensity or
frequency of cyclonic eddies. There is an increase in the number of low pressure areas
crossing 60 ° W meridian between latitudes 40 ° and 50° N, for the QBO W phase for
minimum solar activity (Labitzke and van Loon, 1988), and this frequency change is
associated with a downstream shift in the latitude of the jet stream and storm tracks in
the eastern N Atlantic (Brown and John, 1979; Tinsley, 1988). This frequency change
may be produced by a localised latent heat release in the storms, or by a distributed
effect due to cloud and radiative changes over a large area, and in either case the
association with the jet stream latitude shift can be understood theoretically if the
increased frequency of lows at solar minimum (that corresponds to about one every 2-3
days, as compared to about one every 4-6 days at solar maximum) leads to a greater
divergence of momentum flux, by greater generation of waves, including gravity waves,
that propagate out of the region. As discussed, for example by Hoskins (1983, p 190-3),
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this will lead to a downstream poleward movement of the jet stream and storm tracks, in
accordance with the observations. Also Pauley and Smith (1988) found that the effect of
releases of latent heat in their simulated cyclonic disturbances was to intensify the storm
and cause the downwind storm track to shift poleward. Both decreases in VAI associated
with Forbush decreases, of which more occur at solar maximum, or VAI decreases
associated with the lower general level of GCR flux at solar maximum, could account for
the more equatorward storm tracks at that time.

In the stratosphere 27 day and longer term variations have been found that can be
partially explained in terms of changes in the flux of solar ultraviolet radiation as the
carder (Keating et al., 1987; Brasseur et al., 1987). The energy involved in the
stratospheric response is very small compared to that in the tropospheric response, and it
is difficult to see how effects could propagate downwards and be amplified rapidly
enough to account for tropospheric changes in the time scale of the HSPS and FD
responses. On the contrary, it appears more likely that wave energy from tropospheric
responses propagates upwards and towards the poles, and accounts for some of the
unexplained stratospheric temperature variations.

This work has been supported by the Atmospheric Sciences Division of NSF.
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A SEARCH FOR SOLAR RELATED CHANGES

IN TROPOSPHERIC WEATHER
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The possibility that solar variations associated with the 11-year

solar cycle may be the cause of the changes in tropospheric weather and

climate has been the subject to scientific investigation for several decades

(KING, 1975; PITTOCK, 1978). In the light of recent studies (MOHANAKUMAR,

1985; 1987; VON COSSART, 1985; CHANIN et. al, 1987), it has been established

that mesospheric temperature is strongly influenced by the solar activity.

Recently (LABITZKE, 1987; LABITZKE and VAN LOON, 1988), it has been shown

that marked signals of the 11-year solar cycle emergence into the stratosphere

and troposphere when the atmospheric data are stratified according to east

or west phase of equatorial quasi-biennial oscillation (QBO) of zonal wind

in the lower stratosphere. These findings give a revival of interest on

studies about the sun-weather relationship.

Meteorologists are greatly concerned with the changes in tropospheric
phenomena. In the present study, an attempt has been made to find solar

activity related changes in tropospheric weather, by the modulation of tile

QBO of zonal wind at 50 mb. Rainfall and surface temperature data for a

period of about three solar cycles, 1953 to 1988, from various stations in

Indian subcontinent have been utilised in this study. The study is further

extended to find a possible teleconnection between the temperature changes

in middle atmospheric levels and surface temperature when the data are

stratified according to east or west phase of the QBO. The temperature data

have been averaged for January and February to represent the winter-time

temperature and for July and August to represent the summer-time temperature.
Since the southwest monsoon is the major rainfall season for many parts of

Indian subcontinent, the total rainfall recorded during June to September,
represents the rainfall data. 10.7 cm solar radio flux is chosen as the

solar activity parameter.

Equatorial quasi-biennial oscillation of zonal wind (ANDREWS et.al,

1987) at 50 mb in July during the years 1953 to 1988 is shown in Fig.1.

The long period average rainfall for India during the monsoon season,

June I to September 30, is about 85 cm. The amount of rainfall is generally

classified as deficient (D): less than 10%, normal (N): _ 10% and excess
(E): more than 10%, from the average rainfall and is indicated in Fig.1.

High and low solar activity periods, indicated when the solar radio flux

for the four months exceeds 600 and is less than 500 respectively are shown

in the upper part of Fig.1.

It is evident from Fig.1 that excess rainfall over India is mainly

associated with the westerly phases of QBO and when the solar activity is

low. Out of 13 excess rainfall recorded during the last 38 years, 10 occurred

when QBO was in its westerly phase. Another interesting aspect is that

all the above 10 occurrences are reported when the solar activity is low.

Only in three cases, excess rainfall is associated with the easterly phase

of QBO and this occurred when the solar activity is high. These three excess
rainfalls are found prior to 1971 after which no excess rainfall is observed

in this phase.
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Rainfall is found to be deficient whenthe Q_Owasin its easterly
phaseand the easterly wind speedis less than 10 ms . Out of 9 deficient
rainfalls recorded,8 werefound to haveoccurredin the easterly phaseand,
generally, whenthe solar activity is low. Only once, deficient rainfall
is reported du_ing the westerly phasewhich occurredwhenthe westerly wind
wasweak(5 ms- ) andsolar activity wasnormal.

Normalrainfall is also frequent during the westerly phaseof QBO.
Out of 14 occurrences,g were reported in the westerly phase, of which 6
cases occurred whensolar activity was high. Whenthe solar activity is
low a_d QBOis in its easterly phase with strong wind speed (above
20 ms-'), the occurrenceof normal rainfall is almost certain. Therewere
4 suchcases in which normalrainfall wasobserved. This type of phenomena
occursoncein every11-yearsolar cycle.

Theseresults indicate that solar activity exerts someinfluence
on the rainfall pattern through the modulations in the phasesof the
equatorial stratospheric zonal wind.

Correlation studies betweensolar autivity and surface temperature
duringwinter andsummer,after separatingthe data into easterly andwesterly
phasesof QBO,in three near-equatorial stations, havebeencarried out and
the results are listed in Table I. Thecorrelation in the westerly phases
of QBOis found to be positive and marginally significant, whereasit is
negative and statistically insignificant in the easterly phase. During
sufL_mer,negative and marginally significant correlations are obtained in
the westerly phasewhile positive but insignificant correlations are obtained
in the easterly phaseexceptat Calicut. Whenthe data for both the phases
are combined,no correlation exists betweensolar activity and surface
temperature.

The study is further extended to find the relationship between
temperatureat various levels in the middleatmosphereandsurface temperature
over Trivandrum(8°N), where the meteorological rocket launching station,
Thumbais situated. Correlation coefficients were computedbetweensurface
temperatureand the temperaturesat every 5 km levels between25 and 75 km
over Thumba,after separating the data according to the two phasesof QBO
and also averagingfor summerand winter seasons. Thecomputedcorrelation
coefficients plotted against height are shownin Fig. 2. The significance
of the correlation coefficients is tested with Students t-test and is
indicated in Fig. 2.

In winter, in the westerly phasesof QBO,the middle atmospheric
temperatureshowsa better association with the surface temperature. Below
30 km, the correlation is found to be opposite in the two phasesof UBO.
Thecorrelation values during the westerly phaserapidly decreasewith height
in the stratosphere and becomestrongly negative at 40 km. The surface
temperature, thus has an out-of-phase variation with the temperatureat
40 kmaltitude. Thecorrelation coefficients increasewith height andbecome
positive and highly significant between60 and 70 kmaltitude. Themiddle
mesospherictemperatureshowsa direct relation to the surface temperature
in the westerly phase. The correlation decreases towards the upper
mesosphere.Thecorrelation profiles in the easterly phasealso showsimilar
variations in the middle atmosphere, but never becomestatistically
significant.

Correlation profiles during the summerseasonshowsomewhatopposite
behaviourto that during winter season. Positive correlations in stratosphere
and negative correlations in mesosphereare obtained. Upto 35 km height,
the correlation in the two phasesare opposite in nature. Positive and
marginally significant correlations are seen at 30 and 35 km heights, in
the westerly phasesof QBO. Correlations are not found to be significant
at higher levels in summerseason.
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Fig. 3 showsthe scattergramsof solar radio flux temperatureat
60 kmandtemperatureat 40 kmwith surface temperaturewhenthe QBOis its
westerly phaseduring winter. For the period 1971 to 1985, the 10.7 cm
solar radio flux hasa positive correlation of 0.624with surface temperature,
and the regression line has a positive slope. This indicates that the
surface temperaturein the westerly phasesincreaseswith the solar activity.
Thesurface temperaturealso showsa positive association with the temperature
at 60 km,as evident from the strong positive gradient and high correlation
(0.810). On the other hand, the surface temperatureindicates an inverse
relation with the temperatureat 40 km altitude. Thus, the winter-time
surface temperature in the westerly phases of QBOincreases as the
stratospheric temperatureat 40kmdecreases.

The results obtained from the study betweensurface temperatureand
temperaturesin the middle atmospherereveal that the middle mesospheric
temperaturehas a direct, and the upper stratospheric temperaturehas an
inverse association with the surface temperaturewhenthe QBOis in its
westerly phaseand during winter. Theseresults suggest that changesin
temperaturein mesosphereor stratosphere, for example,due to stratospheric
warmingor mesosphericcooling, maybe reflected in surface temperature.
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TABLEI
CORRELATIONCOEFFICIENT5BETWEEN

SOLARACTIVITYAND5URFACETEMPERATURE

WINTER(JAN÷FEB)/2

Station WesterlyPhase EastertyPhase Combined
n=!9 n=15 n=34

TRIVANDRUM
(8°N) 0.437(90_) -0.250(n.s.) 0.125(n.s.)

COCHIN
(IO°N) 0.481(95_) -0.309(n.s.) 0.031(n.s.)

CALICUT
(12°N) 0.614(98_) -0.335(n.s.) 0.213(n.s.)

SUMMER(JUt+AUG)/2

Station WesterlyPhase EasterlyPhase Combinedn=!9 n=15 n=34
TRIVANDRUM

(8°N) -0.476(95%) 0.438(n.s.) -0.043(n.s.)
COCHIN

(to°N) -0.502(9S%) 0.3B5(n.s.) -0.102(n.s.)
CALICUT

(12°N) -0.389(90%) 0.640(99%) 0.196(n.s.)
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THE MESOSPHERIC RESPONSES TO SHORT-TERM SOLAR ULTRAVIOLET

VARIABILITY
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The response of mesospheric ozone and temperature to short-term

solar ultraviolet variations related to the 27-day rotation of the

Sun has been recently detected from analysis of satellite measure-

ments. A systematic depletion of ozone is detected near 70 km,

which is attributed to (I) solar Lvman alpha photodissociation of

water vapor with subsequent catalytic destruction of 0 by HO

and (2) temperature feedback effects resulting f,-om the x unexpec _

redly strong temperature/UV response near 70 km. The nature of

latitudinal and semiannual variations in the ozone/UV and tempera-

ture/UV response have now been isolated. Observed variations are

compared to theoretical models.
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INTRODUCTION

Recent studies of solar UV related changes of ozone and temperature have

considerably improved our understanding of the solar UV and ozone relationship

in the middle atmosphere on time scales of a solar rotation. These studies

have shown that during periods of high solar activity, ozone in the upper

stratosphere has a measurable response to changes in the solar UV flux in

accordance with theoretical predictions. For example, both model predictions

and observations suggest that stratospheric response to solar UV perturbations

should be maximum at about 2 mb. At this level, the ozone mixing ratio and

temperature increase by about 0.4 percent and 0.I K respectively for i percent

increase in solar flux in the spectral range of 205 nm (CHANDRA, 1986, BRAS-

SEUR et al., 1987; KEATING et al., 1987; HOOD, 1987 and the references the-

rein). These are relatively weak perturbations compared to dynamical perturba-

tions since the variability in 205 nm over a solar rotation is generally very

small (about 1-4 percent) even during periods of high solar activity. The

solar induced changes in the stratosphere are often masked by dynamical

oscillations with periods between 3-7 weeks (CHANDRA, 1986).

The problem of measuring solar response of the stratospheric ozone and

temperature on time scales of a solar cycle is even more difficult. In the

altitude range of 2 mb the model based calculations, based on plausible

scenarios of solar UV variation, suggest a change of less than 4 percent in

ozone mixing ratio and I-2 K in temperature. In the case of total ozone, the

predicted change is less than i percent (GARCIA et al., 1984; CHANDRA, 1985_

BRASSEUR et al., 1987). Since ozone and temperature data for such studies are

limited to i or 2 solar cycles, the solar UV related changes over a solar

cycle cannot be uniquely separated from inter-annual variabilities and instru-

ment drifts which are often present in data sets extending over a few years.

Thus definitive evidence for solar UV and ozone relationship must still come

from studying their relations over shorter periods.

In 1971, it was suggested by the author that the periods in solar acti-

vity are not limited to 27 days and Ii years but may have additional compo-

nents in the range of 4-6 months which may influence the seasonal characteris-

tics of the atmospheric parameters (CHANDRA, 1972). It has now become apparent

that such periods in solar activity do indeed exist and are intrinsic periods

of the Sun (LEAN and BRUECKNER, 1989 and the references therein). LEAN and

BRUECKNER (1989) have shown that the solar activity, as inferred from the

sunspot blocking function, the 10.7 cm solar radio flux(FlO.7), and the

sunspot number show a strong periodicity at about 155 days or 5 months. Their

studies do not indicate the relative importance of this period with respect to

the 27 day period. However, a recent study by HOEGY and WOLFF (1989) suggest

that the amplitude of the 5 month period is comparable to the 27 day period in

the FI0.7 cm data and about 30-40% smaller in the solar Lyman e data obtained

from the Solar Mesospheric Explorer. These authors have also reported the

existence of a 7 month solar period inferred from the photoelectron current

measured by the Langmuir probe on the Pioneer Venus orbiter over the time
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period from 1979 to 1987. It is, therefore, of interest to know if the
atmosphericparametersrespondto changesin solar UVflux at periods other
than 27daysandif so, whatare their relative sensitivities.

Thepurposeof this paper is to study the relative responseof the middle
atmosphereto solar forcing at 155and 27 day periods as indicated from the
spectral analyses of a numberof solar indices. As discussed in LEANand
BRUECKNER(1989), the rangeof the 155dayperiod varies from 152days to 160
daysdependinguponthe time interval of data used in the spectral analysis.
For convenience,this period will be referred to as a 5 monthsolar period.

DATASOURCEANDANALYSIS

The data used for this study consist of daily values of ozonemixing
ratio at 2 mbobtainedfrom the Nimbus-7SBUVinstrumentand the daily values
of total ozone obtained from the Nimbus7 TOMSexperiment. In addition,
temperaturedata at a numberof pressure levels, derived from the NMCana-
lyses( GELMANet al., 1986), are usedas indicators of thermal and dynamical
conditions in the middle atmosphere.Both the ozoneand temperaturedata are
obtained from the NSSDC(National SpaceScienceData Center, Greenbelt, Md,
207_i) and are zonally averagedin the latitude interval of i0 degreesfrom
-80 S to +80° N. Manyof the characteristics of these data sets have been
extensively discussedin the literature (eg., CHANDRA,1986, HOOD1987, and
the references therein). The time interval used for this study covers the
period of about 6 years from January I, 1979 to October 1984 and mostly
correspondsto periods of high solar activity. Thedata after 1984werenot
includedbecausethey correspondto periods of low solar activity and tend to
increase the contribution of dynamicalsignals at the expenseof solar sig-
nals.

As an indexof solar UVflux, wehaveusedthe daily values of FIO.7, the
solar decimeterflux measuredat Ottawa,Canada.ThelO.?cmindex is consid-
ered to be oneof the best solar indices available for studying the long term
characteristics of solar UVflux in the spectral rangeof 160-400nm(HEATH
andSCHLESINGER,1986). However,wewill discuss someof the implications of
using this index as comparedto directly measuredsolar UVflux at 205 nm
(F205),also measuredfromthe Nimbus7 SBUVspectrometer.

For each latitude zone, the most apparentcharacteristics of ozoneand
temperaturetime series are annualand semiannualcomponentswhich are peri-
odic and generally independentof solar activity. In the caseof FI0.7, the
most apparent feature is the ii year cycle which is modulatedby periods
varying from 13 days (onehalf solar rotation) to several months.For studying
the atmosphericresponseto solar variability on time scales of less than six
months,it is useful to removethe longer term periods whichmaydominatethe
spectral characteristics of these time series. The most expedient way to
removeperiods greater than six monthsis to subtract a 180 day running
averagefrom eachof the time series. This wasfoundto be adequatefor solar
indices suchas FIO.7 and F205whichdo not havestrong seasonalcomponents.
For ozoneand temperaturetime series, subtracting a 180day running average
did not substantially reducethe annualcomponentparticularly at middle and
high latitudes. Thecontributions of annual, semiannualand long term trends
from ozoneand temperaturetime series were, therefore, first removedusing a
regression model consisting of annual, semiannualand linear terms. The
resulting time series werethen treated the samewayas FIO.7 andF205, i.e.,
from each of the time series a 180 day running averagewas subtracted to
emphasizeperiods less thansix months.

SPECTRALCHARACTERISTICSOFSOLARDATA
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Figure I. The power spectra of FI0.7 and F205 (top panel, solid and dotted

lines) and the spectra of their coherency (middle panel) and phase(lower

panel). The power spectra are expressed as a percentage of total power for

each time series. The horizontal dotted line in the upper panel corresponds

to 95 % confidence level (CL) for the spectral estimate of the first series

(FI0.7). In the middle panel it corresponds to 95 % CL for the coherency

spectrum. The spectral bandwidth is indicated by a bar in the upper panel. The

figure also lists a number of useful parameters: These are: lag (days), length

of the series (days), correlation coefficient of the two series, total

power(power) of the first(Xl) and the second(X2) series (in arbitrary units)
and bandwidth(cycles/day).
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The spectral characteristics of F205 and FIO.7 for periods less than six

months are shown in Figure i (upper panel) in the form of the power spectra of

the two series covering the time interval from January 79 to June 1982. Shown

in this Figure are also the spectra of coherency squared and phase (middle and

lower panels) of the two time series. The calculations are based on algorithms

described in JENKINS and WATTS (1968) using a Tukey Hanning spectral window of

240 days and lag of the same interval. This results in a bandwidth of .006

cycles/day. Both the spectra are normalized to their respective total powers

for visual comparison of the relative powers of significant periods.

Figure I clearly shows two major peaks at 28 and 160 days (5 months)

respectively. In addition, it shows an intermediate peak at 53 days which is

probably a harmonic of the 5 month period (LEAN and BRUECKNER, 1989). These

periods are also present in F205. However, their relative powers are very

different in F205. For example, in FIO.7 the powers in the 5 month and 27 day

periods are of equal magnitude. In F205, the 5 month period contains half the

power of the 27 day period. The 53 day period is barely significant in F205

and the 13 day period is significant in F205, but not in FIO.7. In spite of

these differences, the two time series are almost in phase (bottom panel) and

show significant coherency at all periods between 27 days and 5 months.

The differences in the spectral characteristics of F205 and FIO.7 time

series with respect to the 27 and 13.5 day periods have been extensively

discussed in the literature and are attributed to the differences in the

spatial and temporal characteristics of the active regions which give rise to

these emissions (DONNELLY et al., 1983). The origin of the 160 day period is

not well understood. It is believed to be associated with those regions of the

Sun where magnetic field is concentrated in small areas such as sunspots (LEAN

and BRUECKNER, 1989 and the references therein). HOEGY and WOLFF (1989)

attribute this period and other longer periods to long lived flux enhancements

caused by nonlinear interactions of global oscillation modes in the sun°s

convective envelope and radiative interior.

SPECTRAL CHARACTERISTICS OF OZONE AND TEMPERATURE

The spectral analyses of the 2 mb ozone mixing ratio and FIO.7 or F205

show a measurable response in ozone to changes in solar flux at 27 days at

tropical and mid latitudes but not at high latitudes. The 2 mb ozone also

shows a strong signal at about 4 months which from the time series analysis

can be attributed to winter time planetary wave disturbances. However, this

period has no coherency with the 5 month period in FIO.7 or F205. The solar

response in ozone at 27 days is significantly increased when dynamical signals

are minimized by averaging over a latitude band of ±40 ° This, however, does

not improve the response at 5 months. Figure 2 shows the spectral character-

istics of ozone mixing ratio at 2 mb with respect to FI0.7 (upper panel),

their coherency (middle panel) and phase (lower panel). The two time series

cover the time interval from January 1979 to 1984. The data after 1984 were

excluded because they correspond to very low solar activity and increase the

relative contribution of dynamical signals at the expense of solar signals. In

addition, ozone time series are averaged over ±40 to minimize the interfer-

ence from dynamical signals. As seen in Figures 2, the normalized power

spectrum of FIO.7 shows strong peaks at 5 months and 27 days as in Figure I.

The relative magnitudes of these peaks are not changed by including an addi-

tional two and half years of data after June 1982. The power spectrum of ozone

mixing ratio shows a strong peak at 4 months with considerable overlapping of

power with 5 month period of FI0.7. In comparison, the 27 day peak is only

slightly above the 95_ confidence limit. Notwithstanding these differences the

coherency spectrum of the two time series shows a significant peak at 27 days

with almost no phase lag. The value of coherency squared at 4 or 5 month
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periods are close to zero. A similar analysis of temperature at 2 mb shows a

strong peak at 4 months as in 2 mb ozone. It, however, does not show signifi-

cant coherency at 27 days or any other period indicating that temperature

variances are mostly dynamical in origin and the solar signal, if any, is at a

noise level.

The 4 month period seen in ozone and temperature data is a manifestation

of increased planetary wave activity during the fall and spring epoches in

both the hemispheres and is quasi-periodic in nature. Therefore, unlike the

annual and semiannual cycles associated with the seasonal changes, this period

cannot be filtered from a given time series by harmonic analysis. It manifests

itself in the same way as shorter periods in the range of 3-7 weeks, i.e., it

is global in extent and independent of solar activity. Its phase varies with
o

latitude such that oscillations at high and tropical latitudes are 180 out of

phase (CHANDRA, 1985 &1986). Figure 3 compares the power spectra of 2 mb
o

temperature at 60 N and the equator and the spectra of their coherency and

phase. It shows a strong period at about 4 months in both the time series and

relatively broad periods in the spectral range of 3 to 7 weeks. These periods,

though statistically significant, are considerably weaker than the 4 month
o

period. The coherency and phase spectra of 2 mb temperature at 60 N and the

equator in Figure 3 strongly suggest the dynamical nature of oscillations

between 3-20 weeks. All periods in this range show significant coherency and
o

are 180 out of phase with respect to high and low latitude oscillations which

are characteristics of dynamical oscillations.

A similar inference about the dynamical nature of the 4 month period can

be made by comparing the power spectra of total ozone and ozone mixing ratio

and temperature at different pressure levels and latitudes. All these spectra

indicate the dominance of a 4 month period unrelated to solar activity. They

also show significant coherency between ozone and temperature at all frequen-

cies between 27 days and 4 months both in the upper and the lower strato-

spheres. Their phase spectra, however, show an in phase relation in the lower

stratosphere and an out of phase relation in the upper stratosphere. This

phase change reflects a transition from a dynamical control to photochemical

control of ozone from the lower to the upper stratosphere as discussed in

CHANDRA (1986). The absence of a 5 month solar signal in the ozone data

indicates that it is relatively weaker than the 27 day signal and is masked by

a strong interference from a dynamical signal of comparable period unrelated

to solar activity. Its relative weakness with respect to the 27 day component

is consistent with the fact that the solar spectrum in the UV range is also

weaker at this frequency compared to the 27 day component as indicated in

Figure !.

CONCLUDING REMARKS

In this paper, we have studied the response of the stratospheric ozone

and temperature at time scales of solar periodicities at 27 days and 5 months.

The study which was based on six years of data from 1979 to 1984, covered the

most active period during solar cycle 21. The spectral and cross spectral

analyses of these data showed a significant solar response in ozone mixing

ratio at 2 mb at 27 days with a phase lag of less than a day. No such response

was observed at the 5 month period. The temperature between 2 and 70 mb did

not show significant response to solar forcing at either 27 days or at 5

months. These results are consistent with the earlier conclusions of the

author (CHANDRA, 1985 and 1986) that the solar induced perturbations in

temperature are too weak to be detected against the background dynamical

disturbances which are several times larger and independent of solar activity.

The lack of solar UV response in ozone at 5 months may also be attributed to

the dominance of a 4 month period in ozone and temperature data whose phase
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and amplitude, like other dynamicalperturbations, are latitude dependent.
This, coupledwith the possibility that the UVcomponentof the 5 monthperiod
maybe weakerthan the corresponding27 daycomponent,makesthe detection of
a solar responsein atmosphericdata muchmoredifficult.
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The purpose of this paper is to present a summary of some current work on mea-

surement and interpretation of stratospheric ozone and temperature responses to observed

short-term solar ultraviolet variations. Although some studies have yielded provisional

evidence for a nearly in-phase ozone-solar cycle relationship, they extend at most over

only one or two eleven-year cycles so the statistical significance of the correlations is not

large. Similarly, the relatively short lengths of individual satellite data sets combined with

the problem of estimating the effect of changes in instrument sensitivity (drift) during the

observing period have complicated attempts to infer long-term or solar cycle ozone trends.

The solar rotation and active region development time scale provides an alternate time scale

for which detailed studies of middle atmospheric ozone and temperature responses to solar

ultraviolet variability are currently possible using available satellite data sets. At tropical

latitudes where planetary wave amplitudes are relatively small, clear correlative evidence

for the existence of middle atmospheric ozone and temperature responses to short-term

solar ultraviolet variations has been obtained in recent years [GILLE et al., 1984; HEATH

and SCHLESINGER, 1985; HOOD, 1984; 1986; KEATING et al., 1985; 1987; CHAN-

DRA, 1986; ECKMAN, 1986; AIKIN and SMITH, 1986; HOOD and CANTRELL, 1988].

These measurements will ultimately allow improved empirical and theoretical calculations

of longer-term solar induced ozone and temperature variations at low and middle latitudes.

The satelliteremote sensing measurements that are utilized here consist of the Nimbus

7 solar backscattered ultraviolet (SBUV) daily zonal mean profiles and stratosphere and

mesosphere sounder (SAMS) gridded retrieved temperature data available from the U.S.

National Space Science Data Center. In order to characterize variations in solar spectral

irradiance at wavelengths where photodissociation of molecular oxygen is important, the

flux at 205 nm as measured with the SBUV instrument is chosen to be consistent with

earlier studies. The flux at this wavelength has been found from analyses of SBUV solar

flux data to be representative of short-term variations throughout the 170-260 nm range

that is of importance for ozone photochemistry [DONNELLY etal., 1987].

Figure 1 compares the 205 nm solar irradiance time series with zonally averaged SBUV

ozone mixing ratios and SAMS temperatures for the equator at 1.5 mbar (approximately

45 km altitude). This altitude is chosen because it is intermediate between the locations

of the ozone response maximum (about 40 kin) and the temperature response maximum

(about 50 kin). A low latitude isselected because of the increasing seasonal and planetary

wave amplitudes with increasing latitude which increase the difficultyof detecting changes

caused by solar ultraviolet variations. Day-to-day variations and short gaps between daily

zonal mean temperature, ozone, and solar ultraviolet time series were minimized using a

7-day running mean and linear interpolation algorithm.

The 205 nm flux time series is characterized by a broad maximum corresponding to

the solar activity maximum of 1980-1981 and short-term variations associated with active
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region development and solar rotation. The originally measured 205 nm flux data set also

contains a long-term trend ascribable to instrument drift. We have therefore employed the

Mg II core ratio of HEATH and SCHLESINGER (1986) to represent changes in the 205

nm flux on time scales greater than 35 days. The resulting scaled 205 nm flux time series

(normalized to a value of 10.22 W cm -s as measured on November 7, 1978) decreases by

approximately 6% between solar maximum in 1980-1981 and late 1984. For comparison,

the Solar Mesosphere Explorer satellite has measured a change in monthly mean 200-205

nm flux of approximately 5.5% between early 1982 and early 1985 although instrument

error sources are still being evaluated (G. ROTTMAN, private communication).

The 1.5 mbar equatorial SAMS temperature time series (bottom panel) is charac-

terized by semiannual and annual components with superposed shorter-term fluctuations.

Because of the strong temperature dependences of the reaction rates that determine the

ozone concentration, these semiannual and annual temperature variations produce nega-

tively correlated ozone variations as shown in the center panel. This characteristic em-

phasizes the need to consider simultaneous temperature measurements when interpreting

ozone temporal behavior at altitudes and latitudes where photochemical equilibrium is a

reasonable first approximation. Finally, it should be noted that small interannual trends

present in both the SBUV and SAMS measurements could be due in part to instrument

drift and are not necessarily real.

From the amplitudes of seasonal ozone and temperature variations as well as the

possibility of instrument related long-term drifts, it is clear from Figure 1 that detection
of solar ultraviolet induced ozone or temperature responses on seasonal and longer time

scales from the currently available Nimbus 7 data sets would be very difficult. On the

other hand, as can be seen in the top panel, 27-day 205 nm flux variations are as large as

6-7% (peak-to-peak) and are therefore comparable to the probable change in the monthly-

mean flux over a solar cycle. Consequently, most recent efforts to detect and characterize

middle atmospheric ozone and temperature responses to solar ultraviolet variations have

concentrated on the solar rotation time scale.

In order to isolate temporal variations on time scales comparable to the solar rota-

tion period, all time series may be detrended by subtracting the 35-day running mean in

each case. In order to allow a direct visual comparison of the resulting short-term 205

nm flux deviations with the ozone and temperature deviations, Figure 2 superposes the

UV time series onto the atmospheric time series. Positive correlations between equatorial

1.5 mbar ozone variations on this time scale and solar 205 nm flux variations are evident;

this is particularly true during intervals of relatively strong and continuous 27-day solar

UV variations such as those occurring in October 1979-February 1980, May-August 1980,

and June-August 1982. It is apparent from the lower panel of Figure 2 that 1.5 mbar

temperature deviations are not positively correlated with UV deviations at zero lag. How-

ever, a tendency for temperature maxima to occur after UV maxima by 5-10 days can be

discerned visually in some time intervals, particularly October 1979-February 1980 and

June-August 1982.
In order to derive the average low-latitude ozone or temperature response sensitivity to

observed changes in the 205 nm solar flux, cross-correlation and linear regression methods

have been applied. This sensitivity is defined as the percent change in either ozone mixing

ratio or temperature for a 1% change in the 205 nm flux. Also determined is the phase

lag in days of either ozone or temperature relative to the 205 nm flux. In order to test the

reproducibility of the previous results of HOOD [1986], HOOD and CANTRELL (1988)

analyzed separately the two independent time intervals 'A' and 'B' of Figure 2. Figures 3
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Figure 2. Superposition of the detrended (35-day running mean removed) solar 205 nm

flux onto the detrended equatorial ozone and temperature time seriesat the 1.5 mbar level

(from HOOD and CANTRELL, 1988).



79

and 4 summarize their results. The ozone response is seen to reach a maximum of about

0.5% near the 2 mhar level for a 1% change in the 205 nm flux. Actual peak-to-peak ozone

mixing ratio changes were as large as 3% corresponding to maximum 205 nm flux changes of

6-7% on the 27-day time scale. The temperature response maximizes near the stratopause

and amounts to 0.06% (about 0.17 K) for a 1% change in the 205 nm flux. Actual peak-to-

peak temperature changes were as large as 1 K. Formal error limits for each time interval

represent standard deviations from the mean of separate estimates for the five 10 ° latitude

zones between 25°S and 25°N. As shown in Figure 3, ozone response amplitudes and

phase lags derived in these separate analyses are generally in agreement. Formal error

limits overlap in all cases except for the response amplitude at 2 mbar which is somewhat

larger during interval 'B' than during interval 'A'..As shown in Figure 4, temperature

response amplitudes and phase lags are also in approximate agreement although formal

error limits are significantly larger for the response amplitudes. Temperature phase lags

below 2 mbar also appear to be somewhat larger during interval 'B' than during interval

'A'. These response measurements agree well with an independent analysis by KEATING

et al. (1987) of the same 4-year time interval.
The ozone response measurements of Figure 3 are compared to two simulations of

the expected response calculated using radiative-photochemical models. The solid lines

show the response amplitude and phase lag calculated by BRASSEUR et al. (1987) using

a one-dimensional time dependent radiative photochemical code. This simulation is in

qualitative agreement with the measurements but the amplitude of the calculated ozone

response is noticeably less than the observed response above about 5 mbar. It has been

suggested that a part of the difference between the model result and the observed ozone

response is due to the use of diurnally averaged photodissociation rates in the model calcu-

lations. HOOD and DOUGLASS (1989) have reported calculations using a parameterized

perturbation-order radiative photochemical model but using a variable solar zenith range

in the photodissociation calculations that is more appropriate for comparison with the

SBUV measurements. The resulting ozone response amplitude and phase lag are shown in

Figure 3 as dashed lines. The increased photodissociation rate changes result in a higher

amplitude for the ozone response that is more nearly in agreement with the observed

amplitude at levels below about 3 mbar.

As noted earlier, the monthly mean solar 205 nm flux (scaled using the Mg II core

ratio) decreases by approximately 6% between solar maximum in 1980-1981 and late 1984

(Figure 1). Adopting this flux variation, the same radiative photochemical code used to

produce the dashed line model of Figure 3 for the 27-day time scale may be applied in

order to estimate the expected solar cycle variation of ozone mixing ratio at levels between

3 and 10 mbar and at equatorial latitudes. Results show predicted mean ozone mixing

ratio decreases of 2.0% at 3 mbar, 2.3% at 4.5 mbar, and 0.8% at 10 mbar for the interval

between solar maximum in 1980 and solar minimum in 1985. Such decreases would be

small in comparison to seasonal variations and would be difficult to detect relative to other

natural sources of variability such as the E1 Chichon volcanic eruption. The net change in

the ozone column at low latitudes resulting directly from these upper stratospheric mixing

ratio decreases would be less than 1%.

Although radiative-photochemical models can yield an approximate agreement with

the observed ozone responses and phase lags below 3 mbar, it is unlikely that the large

discrepancy between observed and theoretically calculated temperature phase lags (Figure

6) can be simulated by such models. As previously argued by HOOD (1986; 1987) and by

BRASSEUR et al. (1987), the shortfall of the calculated temperature phase lags results
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Figure 3. SBUV ozone response amplitudes (sensitivities)and phase lags determined by

linear regression for the indicated time intervals. Error bars are standard deviations from

the mean for separate regression estimates for five 10° latitude bands centered on the

equator. Also shown for comparison are two theoretical profiles (see the text). (after

HOOD and DOUGLASS, 1989)
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from the fact that Newtonian cooling lifetimes in the upper stratosphere are relatively

short (e.g. about 5 days near 1.5 mbar; SCHOEBERL and STROBEL, 1978). Conse-

quently, calculated temperature phase lags for 27-day solar ultraviolet forcing are no more

than 3-4 days when only radiative heating is considered. It therefore appears that more

than a one-dimensional model that considers only photochemistry and radiative heating

is needed to provide a complete description of the observed responses. At a minimum, a

two-dimensional model with coupled dynamics may be required.
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Now there is no good agreement between theoretical and experi-

mental data of ozone (03) response to 27 (I3 )-day solar ultraviolet
irT,adianoe variations (SUVIV)(Br_sseur et al,1987;Hood,1987,1988
a,b;Keatin_ et ai,1987). But a few days duration SUVlV
(acoompinied ,for example,solar flares (SF)) has not been studied

yet. So the main purpose of our research is to investigate
amp1itud/nal, duirnal, seasonal, latitudinal and phase parameters of

ozone and other trace gases of atmosphere to such short-te_m
SUVIV.

First,our method for ravealing 03 response to SUVIV,oaused b7
fast flare processes is disoribed(Danilin et al,1987).We us s_
as an indloator of solar activity(Gibson,1973). 3B(N) and 2B(N_ SP
with time interval of more than 6 da_e between them were ohosem
from (Solar-Geophysical Data,1971-1984). Given such SP we selected

ozone profiles O_4(The Ozone Data for the World,1971-1984)
(simultaneously "With W and P10.7 data for the same da_) in time

interval of ± 2 days from SY ooourenoe. Ozone response 8 i was
defined as

8i _O3i-03i_ .I00_, ( I )

where 831 -month-averaged ozone v3i

concentration at i-level(iffi9 (height z>42_m), 8(37.Skm<z<42.6km),
7(32.Tkm<z<37.Skm), 6(28.2_<z<32.7km),TO-total ozone). In this
way we analysed 1939 individual measueements for Jan.1971 -
Sept.1984 (see Fig.l). It is important to stress statistically
represantative ozone profile response (I-1.8_) and TO response

time delay deep into the atmosphere.
We used one-_imensional radlative-photoohemioal model for etu_

t_oe ga_ responses to 27(13)-da_ SUVIV (Danilin,19sg). This solar
irrad/anoe perturbations were taken in sinusoidal form with

spectral profile O(k) according to (Hood et al,1988a;Fig.lb) and
0(2OSrsn)ffi2.57_. The value of 0(_.) was decreased by factor of 0.9
for 13-d_v SUVIV. Temperature response for 27-day SUVIV was
adopted aooording to (Rz_asseur et al,1987;Fig.3,1ine 1 ).

For 27(13)-d_v SD-VIV J-th gas photodissooiation rate at height
z takes form (2):

0

here Io(k)-the solar flux at the top of the atmosphere,

o_(k)-oross-seotion of .j-th moleoula,

_ (k )-quantum yield,

¢ (k, z, X )-atmosphere transmission funot ion.
Ozone response was defined both in therms of "sensitivity" (i.e.
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_O3/1_ at _=2Oenm) and in per sent deviation from undisturbed
oonoentr_tion. It was established that duirnal modulation of 03

response was vet7 important. Aotually lines 1 and 2 in Fig.2a
oor_espond to ozone responses at model midda_ and 24 hour_averl_ed
value for the day of 27-day SUVIV sinusoid maximum aooo_h_gI¥.
Line 3 in Fig.2a shows the half-period averaged ozone response.

Comparisons of our results with "Nimbus-7" data (Keating et
al, 1987 ) demonstrate oloeer 8g1_ement in the upper
stI_atoephere,than similar results (Br_ssenAr et al,1987;Hood et al,
1988b ). These disor_panoes are due to different dui_l
photodiseooiation rates model disoriptions. Phase ohaz_oteristios

of ozone I-esponse su-e shown in Fig.2b for the mentioned soenario.
Fig.3 illustrates ozone responses at equator at I .5 mbar (a)by

(Hood, 1987 )and by our model results (b) at 44kin (24 hour-averaged)
to real profile I205 during Novembe_-Deoember 1979. Good agreement
between lines a) and b) 0onfirms oorTeotness of our theor_tioal
oaloulations.

Studying seasonal and latitudinal dependenoe of 03 response we

used the same temperature response dependenoe by(Ohandl_,1986). It
was established that 03 response beoame maximum at equator in sum-
mer and minimum - in winter polar and midlatitude regions.

Responses of HNO3,0H,N02 and H to 27-da_ SUVIY fox- model midda_

(equator,June) axe shown in Fig.4. Str_ng HNO3 oontent deor_ase
(espeoially in the mesosphsl-e) was oaused by inoreass of both HN03
photodissooiation rates and HNO3+OH -->NO3+H20 reaotion rats. NO2

and OH responses were experimentally undeteotable due to small
values of their sensitivities.

We think that the development of more aoourate satellite
devioes and oonsider_tion of d_Tmmioal regime ohan_ during
27(13)-day SUVIV and other geoph_sioal effeots (that -,ask styding
effeots)should oonstitute the main diz_otions of further r_ssalw_.
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for

It is known that there are variations in the atmospheric

processes with a period close to that of the rotation of the Sun

( 27 days). The variations are discovered in tropospheric proces-

ses (WASSERFAL, 1935), rainfalls (ROSENBERG, 1974), geopotential

(KING et al., 1977) and in stratosphere (EBEL and BATZ, 1977;

EBEL, 1981; KRIVOLUTSKY, 198_; KRIVOLUTSKY et al., 1987).

The main theoretical problem is the identification of the

physical process by which these heterogeneous solar and meteorolo-

gical phenomena are connected. VOLLAND (1979) using the astronomi-

cal observations found a 2?-day harmonic of the solar constant

with amplitude of about 0.1% and considering the process of heat

transfer from surface of the Earth due to its periodic heating as

a forcing effect and using methods accepted in the theory of tides

obtained that the induced _ave corresponding to a selected Rossbv-

-Haurwitz mode (2,-&) should have an amplitude of almost an order

of magnituder smaller than that obtained by King. IVANOVSKY and

KRIVOLUTSKY (1979) proposed that the periodic heating of the ozone

layer by the short wave radiation would be the reason of

excitation the 27-day oscillations. It was also assumed that

excitement takes place in condition of resonance with an excited

mode (1,-5) corresponding to the conditions present in the

stratospheric circulations. Now we shall discuss the possibility

of the resonant excitation and make the presentation of the data

analysis results which support this idea.

THE STRUCTURE OF RESONANCE WAVES

Linear tidal theory may be used to study the generation and

the structt_re of the planetary waves generated by a heat ozone

source. With the boundary conditions that the vertical wind should

disappear at the ground and that the radiation condition is at

infinite, it is found (IVANOVSKY and KRIVOLUTSKY, 1979) that for

isothermal atmosphere the height structure becomes:

X

-7,)eE ("/<, H

X

  )-Poo
K2 "_ S

0

O)
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where T = C /C , K = 1/T, o_K- = (I/4 - _--1/_" x H/hS) -ilz, h s -equivalent _ep_h l, = _ + , _ - index of zonal circulation, n =

= u/a cos®_ u - zonal wind, a - radius of the Earth, _ - the fre-

quency of 27-day rotation, P (Z) = P exp(-Z/H).
It is known that near °hS _= T14°_he atmospheric waveguide beha-

ves like a resonance cavity_ so near this region:

/,j_//x = e-,_ ÷z'_/_. _6__
2n _f

where f = _/213, 13- the angular frequency of the Earth's rotation.

We can use the expression for eigenfrequencies (DIIKY, 19&9):

25)_s
d. s _- _-s - (2)

r7(_+ _)+ 4q2-CZa s_ 8hgh.
where :

S
u
i

(r_-s) (_+s) dn÷/)

(z,-O (2h+,) _ z
(n_ s. D(r_+._+Drl z

+ (2_+_)(2_+_)(_,+o_

Using the expression (2) we find a value:

S

_)6_____= 4qa_.9__a s

So that one can rewrite the expression (1) in the form:

_7c o
where u is eddy viscosity coefficent, H = THIT-1. For example,
the amplZtude of the resonant wave (_ _ ¢_ ) near the surface is:

n

J(_)
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The 27-day variability of the UV radiation (HEATH, 1973;

ROTTMAN, 1983) and the existence of "ozone waves `° - global longi-

tudinal inhomogeneity - helps to calculate the value of pS/p (Z)

corresponding to ozone heatin9 function: n

C,_, o3

CoS

300_ ,,_ _ 360 nv_

where I_ - solar irradiance, e_ - crossection of absorption,
n - concentration of ozone, Z - zenit angle, e s - function of
03

Hough. With usin9 the values of variabilitv suchnas:

Alh /Ih_ _ 0.005 (0.5X)

and:

LSMo3/M03 _ 0.1 (lOX)

_ 5xlO4cm/c 2
Z

we get the estimation of the 27-dav wave amplitude:

L5/P _ 0.005 (5 mb)P oo

We have used n = -5 and s = 1 because these values of wave-

-numbers give the eigenperiod near 27 davs. The value of the wave

disturbance according to our estimation and the expression (3)

is near to 100 gpm or more if the resonance conditions exist (on

30 mb).

RESULTS OF DATA ANALYSIS

Now we shall make the presentation of some improvements for

the existence of the resonant mechanism.

Figure 2 borrowed from KRIVOLUTSKY et al. (1987) presents

evolution of amplitudes of the 27-dav harmonic in series of H and

W (solar spots number). It could be seen that the curves for H30
and W are rather well svnchronised and periods exist when t_e

amplitudes of the oscillations with the period close to 27 days

are significant (more than 100 gpm).

Figure 3 showes the evolution of the phase difference in

27-dav oscillations of ._H and W. The relative invariance of the
difference should testif_Oto the coherency of the solar and atmo-

spheric oscillations of this period. It could be seen that the
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curves for H__ and W are rather well synchronised when the ampli-
tudes are signlficant.

Figure 4 allows to see the longitudinal behaviour of the
phase for the period when the amplitude is large. It is clear that
the wave is westward with the wave-numbers = 1.

CONCLUSIONS

Theoretical calculations with the use of the tidal theory
reveal the possibility of resonance in the atmospheric system to
the 27-day oscillations (moden = -5, s - I) with amplitude of the
wave more than 100 gpm on 30 mb surface due to the absorption in
Huggins bands which changes by about 1%and to the existence of
longitudinal inhomogeneitv of total ozone. The data analysis
reveals such waves in the atmospheric processes and the
correlation with the solar activity.
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Large-scale transient waves are essential part of atmospheric

dynamics. Some of these waves (like 27-day waves, KRIVOLUTSKY,

1982; EBEL, 1981; KINGm 1977) would have a solar nature. In this

paper we want to investigate the contribution of the 27-day

planetary waves to a total long-period spectrum of the atmospheric

processes during one solar cycle.

DIIKY (19&9) showed that the eigenfrequencies of Rossbv waves

are

2_S
S

O' ---- o_S --

n n(n+1) + (4a21_2/ghS) x B s
n n

where s = 2_/T s, T s - periods oF the waves, _ - zonal circulation

index, a - radiuns o_ the Earth, (n,s) - wavenumbers, i_- frequency

of the Earth's rotation, h s - equivalent depth and
n

2

B s = (n-s)(n+s) (n+l) + (n-s+l)(n+s+l) n
n 2

(2n-1) (2n+I) n (2n+1) (2n+3) (n+1) 2

IVANOVSKY and KRIVOLUTSKY (1979) proposed that the 27-day

wave has a resonant nature (h s _ _). We shall try to investigate
n

the real atmospheric processes. The method of two-dimensional wave

analysis which we can use is described by KRIVOLUTSKY (1981). In

this method of analysis a two-dimensional meteorological field is

writen in the form

O0 CO

X { .Co +sX 2)
'_ S=O

#

where _ - longitude, _ = 2fin/T, T - time scale, s - zonal wave

number,SRS,s amplitudes of transient and standing waves. The

sign of nth_ /s determines the direction of the wave propagation.

Using the _ollowing trigonometrical identicals

Cos(_._ -s_) co_ C_ _ +mx)_X _:
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c_m the ._ie:ct; system

f7

"f'z"' s= r -r_ y (¢-,,_) s_,,(_,,-t+s,_)_:<l,_=
0 0 s

=- e__,.cC)- {" _'°c_:)
- y(_)Co,C_._-s_)_,_=

= Cos(

, #
O0

2_
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So we can find the amplitudes of transient waves

Figure 11 shows the results of two-dimensional analysis for

the period 1971-1981. The main result is that the periods of

large-scale transient waves are close to the resonant situation

(h _ TH). The amplitudes of the waves attain the value of about

100 gpm. Figure 2 shows the vertical structure of the 27-day wave

and the role of the wave motions with s = 1,2,3. It could be

seen that there is a dominant scale in transient stratospheric
waves (s = 1).

So we may conclude that the resonant nature of the 27-day

wave is not unicum. There are long-periods waves ( 50-day wave)

in stratosphere which belong to the resonant waves, too. It is a

very interesting fact for the solar activity-weather problem.

REFERENCES

Diikv, L.A., The earth's oscillations theory. Leningrad,
Hvdrometeopress, 1969 (in Russian).

Ebel, A.I Oscillations of stratospheric circulation with periods
near 27 and 13.6 days, MAP Handbook, 2, 468, 1981.

King, J.L._ A.3. Slater, A.D. Stevens, P.A. Smith, and D.M.

Willisl Large-amplitude standing planetary waves induced in the

troposphere by sun, J.Atmos. Terr.Phvs., 39, 1357, 1977.

Krivolutskv, A.A.I Atmospheric waves of a long period induced bv
peridic source, Meteorol. Gidrolog., 11, 38, 1982 (in Russian).



95

I I I I

$ ,

/
I 1 I I

2O 3O 4O _0

I I I I

fgT_/7_

I I I I

20 50 40 _0

_o7b778

(d.y)!

zo 3O _0 80

Fi£.l.Results of _¢_c-dimensional analysis for daily values
of the 30 mb heights ( 6oN,transient waves only ,S=1,

.... h=_,_ _,--_o_:_')

_ A S=[

?,
,_ 30 00

2'
I I I

5=2

I I I

20 30 _0

I I I

I I I

_o 3o ao _.

1oo_8

tO 30 _0 _-

Fig. 2.Vertical structure of the transient waves for

different zon_l wave-numbercs(1972/1973)



96 N90-28180

ON THE RELATIONSHIP BETWEEN THE PHASES OF 27-DAY TOTAL OZONE AND
SOLAR ACTIVITY INDICES IN DIFFERENT LATITUDIN4_L ZONES

I.N. Ivanova, A.A. Krivolutsky, V.N. Kuznetsova

Central Aerological Observatory, The USSR State Committee for

Hydrometeorology, 123376 Moscow, USSR

The purpose of this paper is to analyse the dynamics of

27-day total ozone variations during an 11-year solar activity

cycle at high and low latitudes.
The stations Churchill (58"45'N;'94"O4'W), Goose-Bay (53 °

19'N; 60°25'W), and Kodaikanal (10°1_'N; 77°28'E) were selected

for this analysis, firstly, because of the longest observation
rows at these stations, covering the period from 1968 through 1985

and, secondly, due to the fact that, according to earlier sample

calculations, the amplitudes of 27-day total ozone variations at

high-latitude stations are the largest.

The calculations were made using a specially worked out

program permitting, besides the determination of the amplitudes

and phases, the observation of the coherence of phases in any time
interval. To characterize solar activity, solar radio-flux at 10.7

cm _as used, _hich according to KEATING (1978) and HEATH et al.
(1971) correlated well with both the radiation at _ = 210 nm and

the global ozone variations.

The results of the calculation of total ozone phases

difference and those of the index ,_0 7 ' as well as the amplitudes
of the 27-day variations of these paPameters are presented in Fi-

gures 1 and 2, respectively. As can be seen in Figure 1, in the

periods of maximum solar activity (1968/1972 and 1978-1982), the

difference between the phases varies within 5 to 6 days, while in

the years of the minima it appears to have a negative value of 6

to ? days (which corresponds to the total ozone maximum occurrence

in about 20 days after the E_ _ maximum). At Goose-Bay a somewhat
1 O .7

lesser mean difference of phases in the years of maximum solar

activity is connected with the sharp change of the phase

difference in 1981, and particularly in 1969, which needs an extra

detailed analysis. As can be seen in Figure 1 (c,d), the above

regularities in total ozone behaviour are not observed in summer,

which results also in the unchanged amplitudes of 27-day total

ozone variations (Figure 2) during the transition from the minimum

to the maximum of solar activity.

In winter, both at the Churchill and Goose-Bay stations we

observe the growth of the amplitudes of 27-day total ozone

variations in the years of active Sun, which are most pronounced

in the ascending branch of 11-year solar cycle. The latitudinal

change of the phases of 27-day total ozone variations in winter is

shown in Figure 3 (a and b), where the 27-day variations are

determined for 5-month rows of daily ozone values, separately for

the winters (November through March) of 1975-1976 and 1980-1981.

The shaded bands in each of the figures show the phase of the

27-day variation of ._0.7. ' which coincides well with the actual
occurrence of the maxlma 2n Novembers 1975 and 1980, respectively.

As can be seen from Figure 3b, at mid latitudes the maximum of
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-I0I.

Fig. l. The differences of total ozone and Flo.7 phases in winter

(a,b) and summer (c,d).

Fig. 2. The am_zlitude_ of 27-day total ozone variatlono in v,inter

(a,b) and summer (c,d).
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27-day total ozone variations immediately follows the FIO.?
maximum 9radually spreading towards high and low latitudes.

In the years of minimum solar activity one fails to observe a

similar relationship.

The spectral analysis of total ozone data and index F__ _ for
• IU._ .

each of the years has shown that from year to year cnange not only

the amplitudes of the variations observed, but also do the

periods. Thus, every 4 years a sharp increase occures of the

variations up to 30 days, with the followingperiod of
"FlO'_o_ 24-25 days. However, total ozone does not showdecrease oown

such a periodicity. At Kodaikanal the occurrence of total ozone

variations with nearly a 29-day period has an episodic character.

Thus, the investigation conducted indicates the necessity of a
more detailed analysis of the phenomena considered above.
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TOTAL OZONE TIME VARIATIONS DURING THE SPRING REVERBAL8 IN THE

HIGH LATITUDINAL STRATOSPHERE OF THE NORTHERN I_EMISPHERE DURTN8
THE 20th AND 21st SOLAR CYCLES

V.8. Kidiyarova

Central Aerological Observatory, 141700 Dolgoprudnv, USSR

The principal features of the thermodynamic regime of the
stratosphere are governed by the development of the winter strato-

spheric low and the Aleutian and Atlantic heights. These are fed

by the influx of the eddy energy transported into the stratosphere

by the planetary waves. The intensity and variability of planetary

waves and vortices associated with the waves determine the

conditions of low-to-high latitudes ozone transport in the winter

hemisphere. Note that the ozone distributions are zonally inhomo-

geneous.

Fieure 1 shows the March 1984 and 1985 course of total ozone

(TO) for the stations of Leningrad (Voeikovo, 60"N 30"E) and

Markovo (bO'N 170"E) and data of spring reversals (D) in 3ulian

dates. Time variations of TO are out of phase at these stations.

Voeikovo lies within the area affected by the stratospheric polar

cyclonic vortex which blocks the inflow of ozone from low latitu-

des. Markovo lies within the area affected by the Aleutian high,

which usually centres in temperate or subtropical latitudes; the

circulation within this vortex stimulates latitudinal exchange.

These two thermobaric systems form, as a rule, planetary waves

with zonal wave number n = 1. Connections between TO and planetary

waves variations are shown in Figure 2. Figure 2 presents the day-

-to-day course of TO as observed at Voeikovo during February-March

1985, besides the amplitudes of the planetary waves at 30 hPa 60"N

are given. Variations of TO are practically in counterphase with

planetary wave amplitude variations (KIDIAROVA and TARASENKO,

1987; KIDIAROVA and SCHERBA, 1986).

The planetary wave dynamics is affected by solar activity

variations during solar cycles. The 20th solar cycle maximum was

accompanied by decreases of stratospheric planetary wave amplitu-

des, the 21st cycle was accompanied by increases of amplitudes.

Tab. 1. January mean total ozone values for maxima of the 20th

and 21st solar cycle (1968 and 1979, respectively).

Station 1968 1979

Churchill 459 364

Resolute 483 325

Lervick 403 322
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]at) . 2. Jul,an dates of sprzng reversals (D) and TO in Marches

for the eastern (E) and western (W) phases of OBO during

the 20th and 21st solar cycles.

cycle 20 cycle 21

_BI] PhdSe E W E W

.7,Jlza,_ date 88 98 97 89

TO

Churchill 468 #55 #68 #b6

Voii_ovo 419 #12 #Ib 411

Markovo #74 432 472 452
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THE VERTICAL OZONE DISTRIBUTION DURING MAXIMUM AND MINIMUM SOLAR

ACTIVITY

G.A. Koktn, N.I. Brezgin, I.N. lvanova, V.N. Kuznetsova,

E.M. Larln, V.V. Sazonov, A.F. Chizhov, O.V. Shtlrkov

Central Aerological Observatory, The IJSSR State Committe for

Hvdremeteor ologv, 123276 Moscow, USSR

To study the latitude variation of ozone vertical dlstri-

bution the complex experiment was carried out in February-July

1985 between qO°N - 70°S at the Pacific and the Indian Oceans. The

great bulk uf their data network were taken by the optical rocket

ozonometers at the Southern hemisphere.

The results were comp_4red with reference models (KEATING and

YOUNG, 1985) cont._ini _g the most extensive set of ozone

obser vat ions from VS satel I ites between 19"28 and 1982. To anal vse

latltude-season ozone variability at fixed altitude levels the

experimental ozone concentration data were confirmed _Jith model

equatur ial data by the equation:

K (_2) =
e

N (¢,) - N (0 °)
e m

N (0")
m

_he,-e N ozone concentration at a fixed altitude level, _ - lati-

tude, e - inde× for expe,imental data, m - index for reference

model data.

To compare the experimental data with reference model data,

analogous model values K (¢_) were calculated by the equation:
m

Nm(_O) - Nm(O°)

K (_> =
m

N (0 ° )
m

The results of calculation (Figure I ) indicated a good

agreement between experimental arid reference model data of

relative fat i tude-season varlations of ozone concentration.

Maximum variability is observed at 50 km in the equator (_ _0%)

and not exceeded 15% in the ether reqions at all altitude levels.

The latitude gradient agreement between K and K is good in

April-June, e_peciallv at latitudes 50°S-?O°s,ewhere mK is equal
to 0.014 de9 at all altitude levels. The minimum difference bet-

uJeen K and K is located at 4(3 km in 0°-40°S, and k (_) --_ 0.005
- m e

deg i _it is a region of equilibrium state>.

Similar experiments were carried out in different regions.

The geographical location of first measurements dur ing 1965 were

at k?°S, 52°S and 58°4_ along ?8°W (_RUEGER, 19"13) and or second

measurements during 19"29 were along 6_30'N at 55°-88°E (BREZGIN

et al . , 1984) . To compare the measurements in 1965 wlth 1979,

correlation value K'(_) has been used:
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k' (_Q) =
N (_,) - NM(_Q)e

N (_o)
m

This value represents the relative declinatlon of experimental

data N_ (_r,) ( ]VANOVA and KQKIN, 198&) from reference model data

N (_) _KEATING a_d YOUNG, 1985) at the same latitude _. Figure _a

s_ows the value K' [_,) at 50°-bO°S in 1965 and 1985. The type of

declination is in a good agreement in both cases: this declination

has a negative value dbove 40-_5 km and has a positive value below

thls altitude level.

The dec] inatlon nf experlmental data from reference model

data in 1985 at equatorial region is such as at middle latitudes,

but _n 1979 the value K' (¢_) sign is changed. It must be noted a

minimum solar actlvltv in 19&5 and 1985, but maximum solar actlvl-

tv l_ 19"19. So the increase of ozone concentration can be explal-

n_d bv increase of solar actlv_ty. This concluslon is conflrmed bv

[VANOVA and KOKIN { 198&) .
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VARIATION OF D-REGION NITRIC-OXIDE DENSITY WITH SOLAR

ACTIVITY AND SEASON AT THE DIP IDQUATOR

D. K. Chakrabarty I, S. V. Pakhomov 2 ancl G. Beig 1

1 Physical Research Laboratory, Ahnedabad 380 009, India

2 Central Aerological Observatory, USSR State C,omnittee for Hydromete-

orology & Control of Natural Environment, SU-123376, Moscow, USSR.

To study the solar control on electron-density(N) in the equatorial

D-region, a program was initiated with Soviet collaboration in 1979. Total

31 rockets were launched during the high solar activity period, 1979-80 and

47 rockets during the low solar activity period, t984-86 from Thtmlba(8°N) to

measure the N profiles. Analysis of the data shows that the average values
of N for theehigh solar activity period are higher by a factor of about 2-3

c_p_red to the low solar activity values. It has been found that a single

nitric oxide density, [NO],profile cannot reproduce all the observed N profi-

les. An attempt has been made to reproduce theoretically the observed N pro-

files by introducing variation in [NO] for the different solar activity p_riods
and seasons.

INTRODLL-TION

To study the solar activity variation in electron density at the equato-

rial region an Indo-Soviet collaborative program was initiated in 1979. Under

this program total 47 rockets of type M-100 were launched during the low solar

activity period(1984-86) and 31 during high solar activity period(1979-80)

from Thun_a (8.5°N, 76.8°E), India to measure the electron density of the D-re-

gion. All the observations were made for solar zenith angle (m) = 70-80 ° .

To measure N a d.c. probe method was used for all the above flights. This
e

avoided any variabilzty due to the different measuring techniques. The details

of the technique can be obtained from SINELNIKOV et al (1980). Using these

profiles, firstly the empirical models of N for low solar activity (I_,5A) and

high solar activity(HSA) periods have beenemade. An attempt has been made

to reproduce them theoretically. Analysis was also done for different months

and seasons. To reproduce all the observed profiles it has been found that

the nitric oxide density has to be varied both with solar activity and season.

IZZ_C_ON DENSITY MDI_

All the profiles obtained during LSA period(1984-86) and HSA period

(1979-80) have been averaged separately. Averaged profiles thus obtained for

LSA and HSA periods are plotted in Figure 1. These electron density data were

averaged in block of 5 l_m for the whole altitude range from 65-90 km. The
values of standard error in mean have been calculated. These are shown at

some altitudes(profile 1 and 2). For the sake of ccxnparison, the N profiles

obtained by _-lfl'LY et a1(1972) from a mid latitude station for lowe and high

solar activity conditions (_= 60 ° ) are also shown (profiles 3 and 4). Profile

5 was obtained by Langmuir probe experiment carried out from Thurrba, India

for LSA- Period(SUBBARAYA et al., 1983). It is clear from Figuare 1 that the

averaged values of N for the HSA period are higher by a factor of about 2
e

compared to the LSA values. The present HSA values are in agreement with the

values of MEL'glLY et a1.(1972) below75 km, but above this altitude the present

values are higher. The N values (LSA) of SUBBARAYA et a1(1983) agree well
with the present LSA value_belowabout 75 km.

Figure 2 show the electron density profiles obtained for the month of
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April during LSAand HSAperiods. It is interesting to note here that like
in Figure 1, N values in April do not showanysignificant variation. A plot
of N values _or a fixed height doesnot showany systematicvariation. It• . eIndicates that the factors other that solar zenith angle also control the
electron density.

RESULTSANDDISCUSSIONS

A theoretical attempt has beenmadeto reproducethe observed average

electron density profiles of Figure 1 by introducing the variation in nitric

oxide density for different solar activity periods and seasons. It has been

found that a single nitric oxide density profile can not reproduce the observed

N profiles of Figure 1. The nitric oxide density profiles vahich reproduce

t_e observed Ne profiles are shown in Figure 3( profiles 1 and 2). In this
figure, two measurements of [NO] at Thumba, one at HSA condition (TORKAR et

al, 1985) and other at LSA condition (TOI_4ATSU and IWAGAMI, 1976) are shown

(profile 3 and 4 respectively). The mid latitude profiles of BAKER et al

(1977) and _EIRA (1971) are also shown in the same figure. It is clear from

this figure that the nitric oxide density values (profile 2) needed to repro-

duce the high solar activity profile of N are higher by a factor of about

5 compared to the low solar activity valugs (profile 1). It is also to be

noticed that, in general, the present [NO] values are higher ccITpared to the

observed profiles obtained from the same location. The derived [NO] values

for LSA are greater than the measured values(profile 3) by a factor of about

ten. The present HSA values of [NO] are greater than the measured HSA values

of TORKAR et a1(1985) by a factor of about five. One can also see from this

figure that the present values are much higher cctr_ared to the mid latitude

values of profiles 5 and 6.

It appears from Figure 2 and 3 that besides solar activity variation

there could be a seasonal variation of [NO] also. To study these aspects,

N data were analyzed for different seasons(winter, surrmer, autunm, and spring)
f_r both LSA and HSA conditions. The nitric oxide density profiles required

to reproduce these electron density profiles have been derived. These are

shown in Figure 4 for LSA and HSA conditions. Lower scale represents the LSA
values of [NO] vahereas the upper scale represents the HSA values of nitric

oxide density. From Figure 4, the following interesting points emerge:-(])

[NO] values show a seasonal variation during both LSA and HSA conditions. (2)

for LSA period, [NO] values are minirmml in winter and maximtrn in spring and

autunm seasons. The spring value of [NO] at 75 km are higher compared to win-

ter value by a factor of four. (3) For HSA period, trend of nitric oxide varia-

tion is almost in opposite phase corrpared to LSA period below about 77 lan.

The [NO] value for winter season is higher by a factor of three at 75 km compa-

red to spring value of [NO]. Above 78 km, however, the spring values of [NO]

became slightly higher c_rpared to winter and stmmer values. (4) Both stmmer

and winter values of [NO] show a minimum around 80 km for HSA period. Wnereas

the auttmm and spring values show a constant value of [NO] above about 75 km.
It should be mentioned here that the auttmm values are based on one month obse-

rvations only. (5) The LSA values of [NO] show a broad minirm_n ranging from
75 to 80 km for winter. It is also clear that the minimum in winter season

is at 75 kmwhich shifts to 80 km for spring season.

(X)NCLUSION

Analysis of electron density data obtained by 78 rocket experiments car-

ried out at Thumba, India during the period 1979-86 have been done. In conclu-

sion following points are made:-

(1) The average value of N for HSA is found to be higher by a factor
e
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of 2-3 compared to the LSA values. Wnen data were analyzed for

a particular month (April), the N variation with solar activity

was found to be insignificant, e

(2) The above variation in N has been attributed to the variation in

nitric oxide density. _ theoretical analysis shows that the HSA

value of [NO] is higher by a factor of about five compared to LSA
value.

(3) To reproduce the N values of different seasons, a seasonal varia-

tion in [NO] densit_ is needed.
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DIURNAL A_H) TEMPORAL VARIATION OF _l_ AND

DEPENDENCE ON STRATOSPHERIC OZONE

B. S. N. Prasad, H. B. Gayathrl and B. Narasimhamurthy

Department of Studies in Physics, University of Mysore

Manesagangot_i, Nysore-570 006, ILUDIA.

ABSTRACT

As part of Indian MidP, le Atmospheric _rogramme, clobal UV-B

flux is measured re cularly at M_sore (12°V, 76°Z). The results

of a preliminary analysis on the variation of UV-B flux with

atmospheric ozone for the neri_ A_ril-Hay 1987 arc _resented in

this paper.

EXPERIMENTAL SETUP

The UV-B Photometer radiometer is deslqned to measure the

global (sum of direct and diffuse radiations) UV-B fl_x at four

wavelengths 280, 290, 300 and 310 nm. The photometer system was

designed and fabricated at t_he National Physical Laboratory, New

Delhi. The system is made up of three units:

1. Radiometer unit consisting of an intecrating

sphere, filter wheel and photomultlplier (PM)
tube °

2. A high voltage power supply to provide highly

reuulated 0-1200 VDC for operating the PM tube,

3. Data logger with _rlnter for recordin C the

output signal from the PM tube.

The system was calibrated using the UV-spectroradlometer model 742

of Optronics Laboratories, USA to convert the photometer out_ut(mV)

into absolute flux (W/cm2/nm). Photometer filters were found to

have the maximum transmission at 283, 295, 303 and 319 nm.

RESULTS

The results reported here are based on the analysis of the

UV-B data collected at I..%Isoze during the months Anril-May 1987°

Clear sky conditions generally prevail during this period of the

year. Figure 1 shows a typical diurnal variation of olobal UV-flux

at 280 and 300 nm. The ground reaching UV-flux is maximum at

local noon (approx. 1220 hrs IST). The noon solar zenith distance

reaches overhead position on 23 April and changes to about II ° on

12 June. Five day running average of the noon UV-flux shows a

trend which follows closely the solar altitude and e::hlblts a

periodic behaviour (Fig. 2). Power sDectral analysis of this noon

UV-B shows a periodicity of 12 days. Similar periodicity seen in

the trace gas mixing ratios durinc_ _P/GLO:_US 1983 campaign has
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been interpreted in terms of horizontal and vertical transport of

trace gases (OFPER_%U et al. 1987).

Ozone values (DU) are measured re cularly at Kodaikanal

(I0°_, 77°2) by the India r_teorolocy Department from Dobson

spectrophotometer. Figure 3 shows the temporal variations of
ozone and UV-B fl_x at 290 nm at _=60 _, Similar trend is seen

with the ozone and UV-flux at other times of the day. An

examination of Fig.3 shows the well known trend in UV-B flux,

decrease with increase in stratospheric ozone. It is observed

that a 3 percent increase in ozone results in a 35 _ercent

decrease in the UV-B flux (global) measured at Mysore. This is

much larger than the values com nuted theoretically (DAVE and

I_LP_RL T, 1976). Similar results have been found in the [_-B flux
measurements at Delhi (SPTVASTAVA et al. 19°4).

Table 1 gives the UV-B flux for A_ril 15 _nd May 15 at

different solar zenith angles.

Table I" UV-B flux (W/cm2/nm)

Solar zenith angle

_nm Date noon 20 ° 40 ° 60 °

280

290

A?rll 15 3.4(-10) 2.7(-10) 1.65(-10) 0.7(-10)

May 15 2.3(-10) 2.15(-10) 1.2(-10) 0.52(-10)

April 15 1.9(-I0) 9.8 (-9) 5.2(-9) 2.4(-9)

May 15 9.2 (-9) 8.2 (-9) 4.-_ (-9) 1.85 (-9)

300

April 15 5.8(-7) 5(-7) 2.5(-7) 1.1(-7)

I_ay 15 4.6(-7) 3.9(-7) 2.0(-7) 0.84(-7)

310

April 15 5.6(-6) 4.3(-6) 2.2(-6) 1.0(-6)

_Z_y 15 4.7(-6) 4(-6) 2.05(-6) 0.88(-6)

Read I(-I0) = Ix10 -10
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Physical mechanisms of solar activity effects

in the middle atmosphere

A. Ebel,

Institute for Geophysics and Meteorology

University of Cologne, D-5000 Cologne 41, FRG

A great variety of physical mechanisms of possibly solar-induced variations in the

middle atmosphere has been discussed in the literature during the last decades. The

views which have been put forward are often controversial in their physical conse-

quences. The reason may be the complexity and non-linearity of the atmospheric

response to comparatively weak forcing resulting from solar activity. Therefore

this review will focus on aspects which seem to indicate non-linear processes in the

development of solar-induced variations. Results from observations and numerical

simulations will be discussed.
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NUMERICAL SIMULATION OF THE MIDDLE ATMOSPHERE CHEMICAL

COMPOSITION AND TEMPERATURE UNDER CHANGING SOLAR

CONDITIONS

A.M. Zadorozhny, I.G.Dyominov, G.A.Tuchkov

Novosibirsk State University, USSR

There are given results of the numerical experiments on

modelling the influence of solar activity on chemical

composition and temperature of the middle atmosphere. The

consideration is made for peculiarities of solar activity

impact under different values of antropogenic pollution of

the atmosphere with chlorofluorocarbons and other stuff.
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AN INFLUENCE OF SOLAR ACTIVITY ON LATITUDINAL DISTRIBUTION

OF ATMOSPHERIC OZONE AND TEMPERATURE IN 2-D RADIATIVE-

PHOTOCHEMICAL MODEL

I.S. Dyominov

Novosibirsk State University, USSR

On the base of the two-dimensional radiative-photochemical

model of the ozone layer at heights 0-b0 km in the Northern

Hemisphere there are revealed and analyzed in detail the
characteristic features of the season-altitude-latitude

variations of ozone and temperature due to changes of the

solar flu_ during the 11-year cycle, electron and proton

precipitations.
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SOLAR WIND AND HIGH ENERGY PARTICLE EFFECTS IN THE MIDDLE

ATMOSPHERE

v . v

Jan Lastovxcka

Geophysical Institute, Czechosl. Acad. Sci., Bo_nf II, 141 31

Prague 4, Czechoslovakia

INTRODUCTION

The solar wind is very variable. There are many different

solar wind and high-energy particle phenomena (often mutually

related) and their variability, which may affect the Earth and

its middle atmosphere: variability of Vsw; variability of the

interplanetary magnetic field (IMF) B and of its components B x

(radial), By (azimuthal), B z (north-south) - southward turning
of B z appears to be very geoactive; crossing the IMF sector

boundary (current sheet in interplanetary space); modulation of

galactic cosmic rays by solar wind and its IMF (especially

Forbush decreases); relativistic electron events (REP); solar

cosmic ray bursts (mainly protons with energies 100 keV - 10

GeV); highly relativistic electron events; high speed streams

and shock fronts; interaction regions in solar wind; etc. The

mechanisms of their effects often overlap each other.

Disturbances caused by solar wind and high energy particles

have high preference to winter higher latitudes since most of

the energy is focused into the auroral oval and its vicinity

(higher latitudes) and because of the lack of solar UV energy

(winter).

GEOMAGNETIC ACTIVITY EFFECTS

The high speed streams, shock fronts and changes in solar

wind parameters (Vsw, B) enhance geomagnetic activity and

generate magnetospheric substorms or geomagnetic storms

depending on the magnitude of the solar wind energy input.

The penetration (= precipitation) of energetic particles

appears to be the main factor responsible for the middle

atmosphere response to geomagnetic storms. These particles

consist almost exclusively of electrons (E > 20 keV) at middle

latitudes. A local middle atmospheric reponse may be affected by

transport from high latitudes.

The energy of the penetrating high-energy particles is lost

under impact (collisions) or by X-ray bremsstrahlung production.

The bremsstrahlung deposits energy at lower levels in the middle

atmosphere than the impact does.
The lower ionosphere responds very dramatically to

geomagnetic storms. The energy of the penetrating particles is

lost, however, not only through ionization, but also through

excitation, heating and dissociation processes. They result in
effects of various intensities in the neutral middle atmosphere.

Excitation processes result in airglow. Auroral optical

phenomena depend very much on the geomagnetic activity, of
course. SHEFOV (1973) and RAPOPORT and SHEFOV (1976) found an

aftereffect of the geomagnetic storm to exist in the mid- and

low-latitude OH emission (night, h _-, 90 km). The effect in

midlatitudes begins a few days after the geomagnetic storm and

may last as long as 3-4 weeks. It is an effect of transport from

the auroral zone, not of local particle precipitation
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(especially at low latitudes).
Any energy deposition reflects itself in temperature.

Therefore, a response of the middle atmosphere temperature to

geomagnetic activity is expected to exist. The results of the

"Sun-Atmosphere 1969, 1971, 1976" experiments performed at

Volgograd and the Heiss Island, of some soundings at the Wallops

Island and of some other experiments (KOKIN and MIKHNEVICH,

1974; BUTKO et al., 1974; IVANOVA et al., 1981; RAMAKRISHNA and

HEATH, 1977; TULINOV et al., 1975) show that the strongest

influence of geomagnetic activity on temperature is observed at

high latitudes and make it possible to suggest the following

scheme of geomagnetic activity (storms) influence on

temperature:

- lower thermosphere and upper mesosphere - heating;

- middle mesosphere (70 km) - opposite variation, cooling;

- lower mesosphere (60 km) - moderate heating;

- upper stratosphere - positive but not much significant
correlation.

Figure 1 shows the opposite course of temperature and

geomagnetic activity-related corpuscular flux as measured in

October 1971 over Volgograd (BUTKO et al., 1976). Results of the

same rocket flights for 60 km provide a positive correlation of

temperature with geomagnetic activity-related corpuscular flux.

The geomagnetic activity also affects both boundaries of

the middle atmosphere, the turbopause and the tropopause.

ZIMMERMANN et al. (1982) found a strong correlation of Ap with

deviations of the turbopause height h T from the mean diurnal

variation (but not with h T itself). BROWN and GRAVELLE (1985)

reported a significant increase of the tropopause temperature

and a decrease of the tropopause height two days after a flare-

associated high speed stream incidence on the Earth, but not
after recurrent streams.

Winds in the middle atmosphere are expected to respond to

geomagnetic activity. Since this topic is treated in more

detail by KAZIMIROVSKY (1989), we only mention the existence of

an apparent difference between North American (weaker effect)

and European (stronger effect) results (LA_TOVI_KA, 1988a).

Turbulence is another important dynamical parameter in the

middle atmosphere. It is not possible to determine whether or

not there is a direct relation between the energy input during

geomagnetic disturbances and the turbulent state of the high

latitude mesosphere (THRANE et al., 1985).

Geomagnetic activity influences the chemical composition of

the middle atmosphere, particularly that of minor constituents.

The most important minor constituents are 03 (heat balance) and

NO (ionization of the lower ionosphere).

Energetic particles are able to produce NO through

dissociative recombination of N 2 and reaction: N + 02 _ NO + 0.

Due to the quasi-continuous particle penetration in the auroral

zone as a result of magnetospheric substorm activity, the NO

concentration in the auroral lower thermosphere is 2-3 times

higher than in midlatitudes, and decreases towards low

latitudes. The NO concentration at higher latitudes ks organized

according to geomagnetic rather than geographic coordinates.

Similar trends also exist in mesospheric nitric oxide. All these

characteristics are confirmed by rocket and satellite

observations (e.g. references summarized by RUSCH and CLANCY
(1987) and LA_TOVI_KA (1988a).

Figure 2 gives an example of latitudinal dependence of NO
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concentration in the lower thermosphere based on AE-D

measurements. The NO concentration at 70°S is systematically

higher than that at 40°N and the NO concentration at equator is

again considerably lower.

Some results indicate an increase of NO concentration

during post-storm events in middle latitudes, (M_RCZ, 1983;

SINGER et al., 1987). SINGER et al. (1987) suggest that the

excess midlatitude NO is created dominantly in situ by local

particle bombardment and not by transport.

Another important constituent is ozone. BEKORYUKOV et al.

(1976) studied the response of total ozone to geomagnetic storms

(Kp _ 4, 1960-70). They found a deep narrow depression in the

total ozone in the auroral zone 1 day after the onset of a

geomagnetic storm. A considerably weaker but still detectable

effect was observed for subauroral zone stations. BEKORYUKOV et

al. (1976) try to explain the observed effects in terms of

redistribution of stratospheric baric fields. On the other hand,

DUHAU and FAVETTO (1989) found a positive correlation between

the total ozone concetration observed at the Antarctic Syowa

station (1969-85) and the geomagnetic index Ap.

Figure 3 shows our results of investigation of

stratospheric ozone response to isolated and mador geomagnetic

storms (1979-1983). We use the SBUV Nimbus 7 ozone data at 5 and

10 hPa levels and at 40 ° , 50 ° and 60°N. Even if we use a

"tolerant" criterion of statistical significance - the

difference between extreme data points is statistically

significant at the 0.05 confidence level - we obtained no

statistically significant results for isolated storms and for

major storms, 40°N 5 and 10 hPa, 60°N 10 hPa. All "statistically

significant" results are given in Figure 4. The maximum is

observed on the +8 day, minimum on the -5 day (-4 at I0 hPa).

However, in general, we do not observe any well-pronounced

effect of geomagnetic storms in the stratospheric ozone.

HIGH-ENERGY PARTICLES

We deal here with 3 types of events: variability of

galactic cosmic rays, solar proton events (= solar cosmic rays =

solar particle events) and relativistic electron precipitation

events. They represent the high-energy part of the spectrum of

energetic particles influencing the middle atmosphere. Their

effects in the middle atmosphere were reviewed by THORNE (1980).

Galactic cosmic rays are responsible for the ionization of

the lowest part of the lower ionosphere and of the stratosphere.

They also affect the chemical composition of the middle

atmosphere belonging among others to sources of odd nitrogen in

the lower stratosphere (THORNE, 1980). The strongest effect in

the galactic cosmic ray flux is its Forbush decrease. Some

Forbush decrease effects in the mesosphere are treated by SATORI

(1989).

The solar proton events (SPE) cause the polar cap

absorption (PCA) events in the lower ionosphere, they produce

odd nitrogen and odd hydrogen at high latitudes and,

consequently, they cause some increase of the nitric oxide

concentration above about 50 km and the well-known ozone

depletion. The SPE effects in the middle atmosphere are treated

in more detail by 3ACKMAN et al. (1989).

The relativistic electron precipitation (REP) events occur

in auroral and subauroral latitudes. Their duration is typically
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I-3 h. REP events are associated with magnetospheric substorms.

They contribute to the effects of geomagnetic activity in the
auroral and subauroral lower ionosphere. The REP events are

considered to be the dominant in situ source of nitric oxide in

subauroral latitudes in the mesosphere, being important also in

the upper stratosphere (THORNE, 1980).

HIGHLY RELATIVISTIC ELECTRONS

BAKER et al. (1987) found an important role of highly

relativistic electrons (2-15 MeV) in the middle atmosphere at L-

shells about 3-8. Such electrons are largely absent near solar

cycle maximum, while they are prominent during the approach to
solar minimum. They closely parallel the presence of high-speed

solar wind streams (electrons occur on their declining edges),

which result from solar coronal hole structures during the

approach to solar minimum. Typical rise time of events is 2-3

days with similar decay time (BAKER et al., 1987).

The energy deposition profile of these electrons is shown

in Figure 4. The upper part of the "electron" curve represents

impact energy deposition, the lower part the bremsstrahlung
effect. The highly relativistic electrons dominate during the

peak of electron precipitation event between 40-80 (35-85) km

with a maximum energy deposition rate between 50-60 km.

The highly relativistic electrons produce odd nitrogen and

odd hydrogen. CALLIS et al. (1988) found the production of high
levels of odd nitrogen just above the stratosphere and a

significant wintertime transport of this odd nitrogen to the

stratosphere. This increase of odd nitrogen is expected to

decrease ozone concentration. Thus highly relativistic electrons

can significantly influence the strato-mesospheric chemistry.
SHELDON (1988) suggested the following chain of phenomena,

which leads to the influence of highly relativistic electrons on

Antarctic ozone hole formation: enhanced ionization bremstrah-

lung) in the stratosphere stimulates droplet formation in

supersaturated air _ formation of polar stratospheric clouds -_
low stratospheric temperature and ozone depletion.

EFFECTS OF INTERPLANETARY MAGNETIC FIELD

Another factor of solar origin is the interplanetary

magnetic field (IMF). There are several possible effects of IMF:

those of its components B z, By and B x, and those of the crossing
of the IMF sector boundary. The effects of the changes of IMF

components in the lower ionosphere (and probably in the neutral

middle atmosphere, if there are any) are essentially a response

to the IMF-generated changes in geomagnetic activity. The
situation is not so simple, however, when the IMF sector

boundary crossing (SBC) effects are considered.
There are two basic types of responses to the IMF SBC,

called geomagnetic and tropospheric, both of which are observed

in the lower ionosphere. They differ in morphology as well as

mechanism (LA_TOVI_KA, 1979, 1988a).

There are several factors, which make the geoactivity of

IMF SBCs variable:

a) The considerable seasonal variability of the ionospheric and

atmospheric responses to IMF SBCs.
b) The dependence of the amplitude of effects on the degree of

disturbance before the IMF SBC.
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c) A different effect of "pro-" and "anti-" sectors, which is

important for the geomagnetic type effect.

d) Crossings of proton sector boundaries (the boundaries

followed by enhanced streams of low-energy solar protons)

evoke considerably stronger effects than crossings of non-

proton sector boundaries.
The IMF SBC could influence the ozone concentration. The

contradiction between the results of various authors concerning
the IMF SBC effect in the total ozone (LA_TOVI_KA, 1988b) was

shown to be rather apparent by BREMER and LA_TOVI_KA (1989) who

found for midlatitude European stations the existence of a

statistically significant effect only for proton sector
boundaries while the effect of common sector boundaries was

quite negligible (Figure 5).
With the use of winter data (December 1979 - December 1982)

on the ozone mass mixing ratio between 40°-60°N form the SBUV

experiment onboard Nimbus-7, it was found that there was no IMF
SBC effect at 0.4, 1, 3 and 10 hPa levels (LA_TOVI_KA, 1988b;

LA_TOVI_KA and GILL, 1988).

Data on temperature, wind speed and direction, and height
of 7 isobaric levels between 1000-10 hPa (10, 30, 50, 100, 300,

500, 1000 or 950 hPa) above Berlin were analysed for winters
1964-73 by LA_TOVI_KA (1988c). Figure 6 shows for wind speed all

the curves, where the difference between mean maximum and mean

minimum data points is statistically significant at the 0.i

level (very tolerant criterion). There is no effect in the lower

stratosphere (50 and 100 hPa) and only a questio_lable effect in
the middle stratosphere. Similar results were obtained for other

parameters.
The observed IMF SBC effects are small. They are in no way

a dominant channel of solar activity influence, but they are not

negligible in some altitudinal regions.

We may outline the following pattern of the IMF SBC
effects in winter at middle latitudes at heights of about 0-100

km (LA_TOVI_KA, 1988b):

Lower ionosphere - two different effects, the day-time effect

of the tropospheric type (quietening) and the night-time

effect of the geomagnetic type (disturbance).

Lower mesosphere - no effect in ozone.

Upper stratosphere - no effect in ozone.

Middle stratosphere - no effect in ozone, wind direction and

temperature; questionable (if any) effect in isobaric

heights and wind speed.

Lower stratosphere - no effect in VAI, isobaric heights,

temperature, wind speed and direction.

Troposphere - relatively well-developed effect in VAI and an

effect in wind direction, both of the tropospheric type;

questionable (if any) effects in isobaric heights,

temperature and wind speed.

ENERGY BUDGET

Probably the best attempt to study the energy budget of the

middle atmosphere at high latitudes was made in the Energy

Budget Campaign (EBC) in Northern Europe in autumn 1980.

Table 1 shows the energy budget at 90 km for two salvoes of

the EBC - salvo C (quiet conditions) and salvo A2 (fairly strong

geomagnetic disturbance). Even though all the figures given in

Table I are very rough estimates, there is no doubt that during
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salvo C the atmosphere at 90 km was strongly out of balance due
to the peculiar turbulent structure of that day (OFFERMANN,
1985). As to the role of energetic particles in the energy
budget_ Table I shows that it increases with increasing magnetic
activity, but dynamical, photochemical and radiative mechanisms
together appear to play a more important role than the particle
energy deposition. Nevertheless, the variability and uncertainty
of various energy sources/sinks at high latitudes is high and
the question of the role of energetic particle and geomagnetic
activity influence in the high-latitude middle atmosphere has
not been definitely solved yet.

Table 1
Energy budget at 90 km (heating and cooling per one day) for two
salvoes of the Energy Budget Campaignafter OFFERMANN(1985).

Energy source/sink

Particle precipitation
Solar irradiation
IR cooling (15 _m)
Wavedissipation
Atomic oxygen recombination
Turbulent cooling
Sum

salvo C
(quiet)

<_I K
5 K

- 4 K
< i K

_6 K
0 K

+ 19 K

salvo A2
(disturbed)

<_2.5 K
5 K

- 7.5 K
I K
5 K

-I0 K
- 4 K

BE CAREFUL

Solar wind and high energy particle effects in the middle
atmosphere are not usually dominant effects and may be often
overlapped and maskedby other effects. One must be very careful
in selecting input data for studying statistical relations
between various factors. It is necessary either to eliminate
other influences_ or to compensate for them, or to take their
effects into account when the results are interpreted. The above
presented factors, which make the geoactivity of the IMF sector
boundaries variable, mayserve as an example.

Some corelations or effects may be considerably modulated
by quite unexpected factors, as e.g. the phase of the quasi-
biennial oscillation, or the role of planetary waves in the
middle atmosphere response to periodic solar UV forcing. Similar
factors may influence also the middle atmosphere response to
solar wind and high energy particle flux variability.

CONCLUSION

The solar wind variability and high-energy particle effects
in the neutral middle atmosphere are not much known. These
factors are important in the high-latitude upper mesosphere-
lower thermosphere energy budget. They influence temperature,
composition (minor constituents - nitric oxide_ ozone),
circulation (wind system) and airglow. The vertical and
latitudinal structures of such effects, mechanismsof downward
penetration of energy and questions of energy abundance (trigger
mechanisms?) are largely to be solved.

The most important recent finding seems to be the discovery
of the role of highly relativistic electrons in the middle



127

atmosphere at L = 3 - 8 (BAKER et al., 1987).
The solar wind and high-energy particle flux variability

appear to form a part of the chain of possible Sun-weather
(climate) relationships. The importance of such studies in the

nineties is emphasized by their role in big international

programmes STEP and IGBP - Global Change.
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INTRODUCTION

Solar particle events (SPEs) have been investigated since the late 1960's

for possible effects on the middle atmosphere. Solar protons from SPEs produce

ionizations, dissociations, dissociative ionizations, and excitations in the

middle atmosphere. Either directly or through a photochemical sequence both HO x

(H, OH, HO 2) and NO x (N, NO, NO2) are produced as well. These HO x and NO x

constituents are important because they can lead to the destruction of ozone.

Most of these investigations have been primarily focused on the effects of SPEs

on ozone, however, a few have been related to the effects of SPEs on odd nitrogen

(N, NO, NOz, NO 3, N205, HNO 3, HOzN02, and CIONO 2) constituents.

The SPEs are good tests for model validation because the large

perturbations to the atmosphere associated with SPEs are confined to high

latitudes, last only for days to months, and are easily distinguished in

satellite data. This allows the comparison of measurements with a wide variety

of models, ranging from simple point models to two-dimensional models.

Ozone depletions have been observed during and after nine separate SPEs

over the past two solar cycles (HEATH et al. 1977; MCPETERS et al. 1981; THOMAS

et al. 1983; SOLOMON et al. 1983; MCPETERS and JACKMAN, 1985). SPEs have also

been observed to increase NO during one SPE (MCPETERS, 1986).

The production of HO x and NO x and their subsequent effects on ozone can

also be computed using energy deposition and photochemical models. We discuss

the effects of SPE-produced NO x species on the odd nitrogen (NOy) abundance of

the middle atmosphere as well as the SPE-produced long-term effects on ozone.

The influence of HO x species on ozone has been discussed in other papers (e.g.,

SOLOMON et al. 1981; JACKMAN and MCPETERS, 1985) and will not be repeated here.

ODD NITROGEN (NOy) VARIANCE DUE TO SPEs

The production of NOy species by SPEs has been predicted since the mid

1970's (CRUTZEN et al. 1975). Recently, a satellite measurement (MCPETERS,

1986) was made of the NO increase after a major SPE (July 1982). This measured

NO increase was in good agreement with our predicted NO increase, computed

IUniversities Space Research Association Resident Associate
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assuming 1.25 nitrogen (N) atoms produced per ion pair (PORTER et al. 1976).

The agreement between the predicted and measured NO increase has given us

confidence in the reliability of the computations for NOy species' increase

caused by SPEs.

A dataset of proton fluxes has become available from Thomas Armstrong and

colleagues (University of Kansas) which allows for a daily computation of ion

pair production and, subsequently, NOy production due to SPEs. The proton fluxes

are given in integral form for energies greater than i0 MeV, 30 MeV, and 60 MeV.

The data are available for the time period 1963 through 1985. We have used those

data in a manner similar to that discussed in JACKMAN and MEADE (1988) and

compute a daily ion pair production over the 23 year time period in a form

suitable for inclusion in our model.

The ion pair production computed with the use of the daily average proton

flux data of T. Armstrong compares favorably with the ion pair production

computed using the hourly average proton flux data found in the Solar Geophysical

Data publication for most SPEs. However for the August 1972 SPE, the ratio of

the hourly computed ion pair production to the daily computed ion pair production

ranges from about 3.7 in the stratosphere to near 1.0 in the mesosphere. We have

normalized the daily to the hourly computed ion pair production for this one SPE

only for two reasons: I) the hourly computed ion pair production is believed to

be more accurate than the daily computed ion pair production and 2) the August

1972 SPE is the most important SPE in the last two solar cycles for its effects

on the middle atmosphere.

The ion pair production was input into our two-dimensional photochemical

model (DOUGLASS et al. 1989) whose vertical range has been extended to be from

the ground to about 90 km with about a 2 km grid spacing and from -85°S to 85°N

with a i0 ° grid spacing. It was assumed that 1.25 N atoms are produced per ion

pair in this model computation. The SPE production of N atoms was only input

at geomagnetic latitudes above 60 ° (see JACKMAN and MEADE, 1988, for an

explanation).

The two-dimensional model was run to an annual equilibrium condition in

which the seasonal values of constituents repeat yearly. The model was then run

for 23 years from 1963 through 1985 and investigated for changes. For all model

runs in this investigation the ultraviolet flux was not allowed to vary with the

solar cycle.

Figure la illustrates the variability of NOy at 1.7 mb (44 km) and 75°N

over the 23 year period. Note that NOy can vary dramatically after an SPE,

especially after the August 1972 SPE, but the NOy values generally return to

their ambient levels 2 to 6 months after the event. The NOy seems to be affected

only by those SPEs which have an ion pair production over about I00 ion pairs

(cm -3 sec-1). This is not a strict rule as the time of year and, therefore, the

ambient NOy amount help determine the magnitude of the NOy change at a certain

level (see JACKMAN and MEADE 1988 for further discussion). Some downflux of NO v

from the SPE's mesospheric production of NOy is also associated with the SPEs and

is important during certain seasons (late fall, winter, and early spring). This

downflux can also influence the amount of NOy in the upper stratosphere.

Figure la, as well as our analysis of NOy at other altitudes and latitudes,

indicate that the NOy produced by SPEs over solar cycle time periods does not

build up, but can be important at high latitudes on seasonal time-scales. This

result is not surprizing given the small fraction of the annual odd nitrogen

budget that was computed by JACKMAN et al. (1980) to result from SPEs. The

majority of the annual production of odd nitrogen is a result of nitrous oxide

oxidation and was recently computed (JACKMAN et al. 1987) to be 2.7 X 1034 NO

molecules per year. The largest production of NO molecules from SPEs was in the
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year 1972at the level of 6.4 X 1033 NO molecules per year, only 24% of the

nitrous oxide source. The production of NO molecules from SPEs in other major

SPE-active years is typically half or less than that computed for 1972.

LONG-TERM OZONE VARIANCE DUE TO SPEs

Figure ib illustrates the variability of ozone at 1.7 mb (44 km) and 75°N

over the 23 year period. The ozone decreases are directly correlated with the

NOy increases presented in Figure la.

The percentage change in modeled ozone as a result of the August 1972 SPE

is given in Figure 2 at two latitudes. The latitudes in the Northern Hemisphere

(N.H) at 75°N (Figure 2a) and 55°N (Figure 2b) indicate a larger ozone depletion

at 75°N than at 55°N. Other latitudes investigated from our model results show

a similar behavior with the larger ozone depletions being associated with the

higher latitudes. This behavior was also observed in the BUVozone data (JACKMAN

and MCPETERS, 1987). The magnitude of the depletion observed in the BUV dataset

was similar to that predicted by the model computation. For example, about a

15-25% maximum ozone depletion was observed between 70 ° and 80°N and about a 5-

15% maximum ozone depletion was observed between 50 ° and 60°N.

Our model results at 55°S (not shown) indicates over a 20% ozone depletion,

but the model at 55°N indicates a 5-10% depletion in the time period 20 to 60

days after the SPE, implying a large hemispheric difference in the level of ozone

depletion. MAEDA and HEATH (1980/81) showed that the S.H. did experience a

larger ozone loss than did the N.H. SPE-produced NOy in winter has a far greater

effect on ambient NOy amounts and, therefore, on ozone levels than does SPE-

produced NOy in summer (see JACKMAN and MEADE, 1988, for more discussion on SPE

effects on NOy amounts),

DISCUSSION AND CONCLUSIONS

Model computations indicate fairly good agreement with ozone data for the

SPE-induced ozone depletion caused by NOy species connected with the August 1972

SPE. Future studies should include a more detailed intercomparison of the ozone

behavior with altitude, latitude, and time. It would also be useful to compare

these detailed studies with another large SPE, perhaps one that occurs during

the current solar active period. Since NOyconstltuents are responsible for over

709 of the ozone loss in the stratosphere (JACKMAN et al. 1986), it is useful

to validate the NOyphotochemistry which is used in atmospheric models to predict

ozone amounts.

Our model computations indicate that NOywill not be substantially changed

over a solar cycle by SPEs. The changes are mainly at high latitudes and are

on time scales of several months, after which the NOy drifts back to its ambient

levels.
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Figure 1. (a) Model predicted NO 7 percentage change at 1.7 mb (44 km) and 75°N.

(b) Model predicted ozone percentage change at 1.7 mb (44 km) and 75°N.
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INTRODUCTION

Main components of corpuscular radiation contributing to

energy deposition (ED in eV cm-_s -i) in the atmosphere (I0-I00

km) are cosmic ray nuclei (CR - galactic and solar) and high

energy electrons (HEE), mainly of magnetospheric origin.

COSMIC RAY INTERACTION IN ATMOSPHERE

Two types of interactions with nuclei of air constituents are

important: inelastic nuclear interactions and Coulomb collisions.

Figure i shows the energy losses dE/dx, range h (in height scale)

and probability of inelastic nuclear interaction for proton in air

(nuclear data from JANNI, 1982).
Nuclear interactions lead to the decrease of initial CR flux

due to fragmentation of nuclei and to the creation of "new"

corpuscular particles and electromagnetic radiation. Above 50 km
(_ 1 gcm -2) less than 0.2 % protons, 5 % He and 20% of Fe nuclei

had their first nuclear interaction. This fraction increases with

decrease of h, and below N50 km nuclear interactions must be

included for ED calculations.

Relations between the parent CR nuclei and their secondary

products, which again undergo nuclear interactions, coulomb

collisions and decay, are complicated. In DATTA et al. (1987) it

is recognized that gamma rays constitute the resultant component

from different decay channels. From the knowledge of T-ray profile

and absorption coefficient of T-rays in atmosphere, the ion

production rate (PR = ED/35(eV)) was predicted which for middle

latitude gave good agreement with direct PR measurement below 20

km. Figure 2 illustrates profile of PR down to I0 km. For low
latitudes the main sources of PR variability are atmospheric

density variations (e.g. seasonal).

The coulomb collisions of CR nuclei in atmosphere lead to

direct ionization. The mean relative ionization energy loss,

dE/dx, is given by Bethe-Bloch formula (BBF). VELINOV et al.

(1974) used BBF for PR computations of CR above 50 km where

coulomb collisions are dominant. Figure 3 shows profiles of PR.
Due to Z 2 dependence in dE/dx, heavy CR nuclei contribute

significantly to the total PR by ionization: CR protons being 86%

of CR population give 30% of PR while nuclei Z _b (only 1.15% of

CR) give 51.5% of total production. For estimation of PR by

CR Figure i may be used.
Three main factors control the ED of CR (not assuming

meteorological variations): geomagnetic filter, modulation effects

of CR in heliosphere and solar CR impact.

First of them leads to the latitudinal (_) variations of ED
profiles. In real magnetic field, according to trajectory calcu-
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latzon, the approximation R = I&.237 L _ L being McIlwan s

parameter and R - rigidity of particle (R = p/Ze), gives realis-

tic estimate of vertical effective cut-off rlgldlty (SHEA et al._

1987). This approach does not include fine structure of forbidden

and allowed trajectories around R and non-vertical directions. R
c

is changing during geomagnetic storms. The approach to this prob _

lem is in (FLUCKIGER et al., 198&). The simplified estimates for

D__ = 200 nT give for _ = 55" variation in PR 6q/q _ 50% and for
_t= 40" 6q/q = 20-25 %.m
m

Modulation of CR in solar cycle is the cause of ED variations

by CR at higher latitudes. Charge state _f anomalous CR oxygen (up
to 30 MeV/n) is now established to be 0 *z (McDONALD et al._ 1988);

BISWAS et al., 1988), thus its rigidity is rather high. At _ _44 °
the PR at h _ 50 km may be affected by this CR component being

strongly dependent on solar-cycle phase. These ions can be

stripped by residual atmosphere and become stably trapped (BLAKE_
1988).

Variety of solar flare particle energy spectra_ compositions

angular distribution and temporal profile near the Earth may lead

to changes in ED of CR at higher latitudes, which could be

significant for 40-90 km.

HIGH ENERGY ELECTRON DEPOSITION

For electrons both angular scattering and energy losses

should be included in calculation of ED in atmosphere (WALT,

1968). Scattering on orbital electrons is small in comparison with
that on the nucleus, however interactions with orbital electrons

are important for energy losses. The angular diffusion leads to

large straggling of penetration depth reached by individual

electrons. Calculation of electron ED is possible only by

numerical methods. For estimation Figure 4 show dependence of

stopping-power (both collision - ionization Scot, and radiative

Sr_) and range for electrons h (taken from BERGER and SELTZER_

1983). The concept of range for electron is different from that of

protons and it can be used only for rough estimates. The relative

fraction of radiative losses increases with energy (bremsstrahlung

- BS). BS photons deposite the energy by photoeffect and Compton
scattering. For spectra _-lexp(-E/_), the altitude profile of ED

in atmosphere is on Figure 5 (taken from BERGER et a1.,i974). ED

by monoenergetic electrons was examined in (REESt 1963) giving

estimate that only E > 30 keV are important below I00 km.
BS of electrons_ treated theoretically in (WALT et al._

1979; SELTZER and BERGER, 1974], is used for remote sensing of

electron precipitation from satellites (IMHOF, 1981, IMHOF et al.,

1982a, IMHOF et al, 1982b)_ local measurements of balloons (MATT-

HAEUS et al., 1988) and rockets (SHELDON et al., 1988).

VAMPOLA and GORNEY (1983) used spectra of locally precipita-

ting electrons 3_-317 keV to calculate ED profiles. Power-law

approximation in spectra yields in two maxima: the main at 70-90
km, where ED is comparable with ED by solar Ha on day side while

on night side the ionization by electrons is dominating, and

secondary peak _40 km due to BS. During meagnetospheric substorms

the electron precipitation pattern is drastically changing both

temporally and in local time (e.g. GOTSELYUK et al._ i?8&; GOTSE-

LYUK et al._ 1988). Global distribution of electrons E > 30 keV at
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low altitudes revealed connection of additional precipitation
zones with man-madeactivity (GRIGORYANet al., 1981). Detailed
global distribution of HEEwas studied on OHZORAsatellite (NAGATA
et al., 1987).

Measurements with good energy resolution showed the "finer
structure" of electron precipitation. Preferentially on the night
side, electrons with hard spectra (_ = 500 keV) precipitate in
narrow range of L near plasmapausecontributing thus significantly
to ED at 70-90 km (IMHOFet al.,198&). Electron spectra in inner
belt (L = 1.2 - 2.0) exhibit strong peaks at 50-500 keV (DATLOWE
et al., 1985). Thus profile of ED in middle atmosphere, especially
in south atlantic anomaly (SAA), could have complicated form.

Narrow peaks in precipitating electron spectra 68-2120 keV
within drift-loss cone produced by VLF transmitters in inner zone
are reported in (IMHOF, 1981b). Similar conclusion in 36-317 keV
at outer edge of inner zone is in (VAMPOLA,1983). Later study
(VAMPOLAand ADAMS,1988) revealed importance of VLF transmitters
for HEEprecipitation in inner zone, in the slot and outer zone.
Theoretical approach assuming gyroresonant pitch-angle scattering
of electrons with waves both near equator as well as at low
altitudes is well developed now (INAN, 1987; NEUBERTet al.,
1987). An attempt to measure stimulated precipitation of HEE by
powerful LF wave emitted from satellite is one of the objectives
for Aktivny satellite-subsatellite experiment (SCHEVCHENKO,1988;
T_SKA et al, 1988). Resonance conditions of measured electrons
(20-600 keV) give for f = XOkHz the possible precipitation at
L < 3 within the drift loss cone near the bounce loss cone
boundary (KUDELA,1989).

Trapped electrons at geostationary orbit up to E > 10 MeVare
present and their intensity is associated with solar cycle
activity (BAKERet al., 1986). While auroral electron precipitat-
ion is located in narrow interval (around _m= 70") and maycause
ED increase above iO0 km, very HEEcan deposite energy at lower
heights and in broad latitude range. BAKERet al. (1987) found
significant enhancementof PR at 40-80 km, well above both CR and
extreme UV ED. This electron population could be important in
coupling SW-magnetospherevariability to the middle atmosphere.
Compilation of PR in middle atmosphere by different measurements
is presented on Figure 6.

In SAA electrons even with higher energies (E > 100 MeV),
apparently not connected with above population, have significant
flux (GUSEVet al., 1983) and can conttribute to PR below 40 km.
Radiative losses are important for them, too. Penetration of
electrons from interplanetary space to high latitudes was studied
by McDIARMIDet al., (1975) and such HEEwere used as a sounding
tool for magnetospheric boundary changes and their connection with
IMF and SWparameters (KUZNETSOVet al, 1987; KUZNETSOVet al,
1988). Their latitudinal extent is in somecases down to _m= b2°
and their flux (20s cm-2s-lster -i for E > 30 keV) could contri-
bute to enhanced PRat 90 km. *

SUMMARY

Galactic CR depending on solar-cycle phase and latitude are

dominant source of ED by corpuscular radiation below 50-60 km.
Below 20 km secondaries must be assumed. More accurate treatment
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need assuming of individual HE solar flare particles, cut-off

rigidities in geomagnetic field and their changes during magneto-

spheric disturbances.

Electrons E > 30 keV of magnetospheric origin penetrating to

atmosphere contribute to PR below 100 km especially on night side.

High temporal variability, local-time dependence and complicated

energy spectra lead to complicated structure of electron ED rate.

Electrons of MeV energy found at geostationary orbit, pronouncing

relation to solar and geomagnetic activity, cause maximum ED at
40-60 km.

Monitoring the global distribution of ED by corpuscular

radiation in middle atmosphere need continuing low altitude
satellite measurements of both HEE and X-ray BS from atmosphere

as well as measurements of energy spectra and charge composition

of HE solar flare particles.
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The simulation model of a change of O, 0 2 and 03 oxygen component content at the
heights 50 - 140 km under electron precipitation influence is presented here. Parameters of the air
mass vertical transfer are introduced into the model. Calculation results showed that after the
intense precipitation in ~ 3 days the ozone content increased at heights ~ 80 km. These results agree
with the experimentally found effects of the content change under precipitation conditions.

Introduction

The experiments during solar proton events (HEATH, 1977; LIPPER, 1985; THOMAS,
1983) show a decrease of ozone content at the flare initial phase. A further behaviour of ozone
concentration in the stratosphere and mesosphere differ from each other. For example, a total
ozone number at height - 37 km after the August 1972 proton flare (HEATH et al., 1977) did not
recover for several weeks. In the mesosphere the ozone concentration recovery up to its initial
values occurred within a short time and then the further growth of [03] in some events was
observed. During the solar proton events in July and September 1974 (LIPPER et al., 1985) at 80
km the difference between the proton flux maximum and the ozone density minimum is - 36 hours
and the maximum ozone content is observed in 4 - 6 days after the flare maximum. For the first
time, a possibility of ozone concentration increase at heights between 70 and 85 km was
theoretically predicted by CRUTZEN (1980) by an example of the solar flare in August 1972. The
ozone content increase after the intensive precipitation of high energy electrons on March 23, 1974
(SKRYABIN et al., 1977) is shown. In this case the electron precipitation with average energy
250 keV occurred as three splashes each of them lasted 15 - 30 min. At this time at 120 - 200 km
height there was a transfer intensification downwards of atmospheric masses. A maximum of
ozone content increase in the atmosphere column occurred 1 - 3 days after the precipitations and it
was - 7 - 9% of the initial value of [03] (SKRYABIN et al., 1977).

Calculation Method

To fred a "pure" contribution of precipitating electrons into the mesospheric ozone content,
the polar night conditions are considered, i.e., the time when the short wave radiation of the Sun is
absent. It is interesting to determine a maximum increase of ozone content in the mesosphere
under the influence of precipitating electrons.

It is known that under precipitation conditions in the mesosphere O atoms are generated.
Thus, it is shown (SOCHNEV, 1977) that their formation velocity is determined by the total
velocity of ionoformation q(t) and by concentration of the atmosphere components at given height
(H):

3.Z2 [Nz] t qrO z] , 1.1Z [o]
f'2Ct) = c_[t), (1)

1.15 + 1.SfOz]to.56 [ol

The electron flux with the exponential energy spectrum is considered here:
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where A(t) is a coefficient which takes into account a temporal change of precipitating electron flux

magnitude and reaches 109 in maximum, t is time in seconds. It is natural that such huge fluxes
cannot exist for a long time but they can occur repeatedly within a day. As a result, such
precipitation splashes in the auroral zone can last in total several tens of minutes. Let us assume
that

A(_): a. t .e,p (- {Z/c), (3)

where B and C are constants being 5.5.106 and 180000, respectively. At these values A(t) reaches
its maximum value (109 cm -2 s-1 keV -1) in 5 min. The average precipitation time in this case will
be ~ 6 min.

Atomic oxygen disappears in general in the following reactions (McEWAN and
PHILLIPS, 1975; CHAMBERLAIN, 1978):

t70_ 6__. _ : • -- - Cm/S_._i I .exp T/'O+0÷M 02+M K_ L6.10" T (4)

o +o3 zoz, K_ 1.t lo -_ ( zl_o)', C G_3/S--, -= . , exp T ' ' (6)

here M is any third particle, K 1, K 2, K 3 are velocity constants of the appropriate reactions.

The reactions (4-6) take place in the atmosphere continuously. Hence, there are the
recovery processes of [O], [02] and [03] which are taken to be constant at the given height and
they are equal to the change velocity of these air components obtained from (4-6) under quiet
conditions. These velocities are denoted by D(O), D(O 2) and D(O3).

The equations describing the distribution of oxygen components with the account of the
transfer processes are as follows (SOSIN, 1985):

_[,,o]
a----_ =Q(t]*D(0)-ZK,I[.O]2 [M]- K2.[0][07..] [M] - K_[o][o_1,-

+ (DeK) _[,,O]+ D÷K.aT__ + __b + -- 4- _g (7)

_i_ T ai_ N o Hay

at:-- =D(oz)
_(tl

2
F2K_[O] [0 31 ÷ K_[O] 2 [MI- Ka [O][0Z][M] 4-

_-i(D+K)a_
(DfK

-- + \-_--- -
d B. H % Hay

(8)
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= D(03), ,zto][O2][M]-K Eo][0J+

+ (D+Kar D ) }+ .=- + -- + _ + %r (9)--7-
Ho 5 Hay

here [AO], [AO2] and [AO3] are increments of O, 02, and 03 concentrations with respect to their
initial contents before the precipitation, T is the temperature by an absolute scale in winter
(KASTING, 1981), H O, HO2, HO3, and Hay are the homogeneous atmosphere heights for O, 02,
03 and for the component with the average molecular mass, respectively. To find the average
molecular mass the atmosphere was considered to consist of N 2, 02, 03 and O molecules. The

concentration values at heights _>80 km are taken according to (KASTING, 1981). At heights <
80 km the night concentrations of N 2, 02, and 03 were used on(McEWAN and PHILLIPS, 1975)
and of O on (HUNT, 1973). The transfer coefficients D, K, and V were taken from
CHAMBERLAIN (1978); LE'ITAN (1951); McEWAN and PHILLIPS (1975). The calculations
were carried out by the method of probabilistic transitions (SKRYABIN, 1985) for the transfer
parameters 0.5 K; 0.5 D; 0.5 V and 2 K, 2 D, 2 V.

Discussion

In Figure 1 the simulation results of [AO], [AO2] and [AO3] at various times after the
electron precipitation in a form of 6-min splash are presented. From the figure it is seen that when
the transfer parameters increase causing the intensification of the air mass displacement

downwards, the [AO] decreases and the [AO3] increases. In Figure 2 the changes of [AO] and

[AO 3] in the atmosphere column are presented. With the change of transfer parameters by 0.5,

once and twice the maximum values of [AO3] are 2.1015, 5.1015, and 9,1015 cm -2, respectively.
It equals the change of ozone content from a quiet level by 0.3, 0.76, and 1.4%. For 30-rain
precipitation they will be 1.5, 3.8, and 7%. And the higher is the arrival velocity of the air masses

into the lower layer, the earlier is reached the content maximum of [AO3]. As is seen, such
changes of ozone content by the order of magnitude correspond to the experimentally obtained
effects (SKRYABIN et al., 1977).
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ABSTRACT

A new improved model for cosmic rays - middle atmosphere

interaction is developed. The ionization q(h)-profile dependence

on penetrating high energy particles composition (protons,

alpha-particles and heavier nuclei) and energy spectra (solar

activity modulation included) are investigated. A computer
program, realizing the Gaussian algorithm for solving of

multidimensional integrals is created. The corresponding electron

density profiles N(h) at solar minimum and maximum are obtained,

tO0.

INTRODUCTION

The galactic cosmic rays (GCR) flux is an important

factor for the middle and low atmosphere ionization under day and

night conditions. GCR form the independent CR- or C-layer at

height from 50 to 88 km in the ionosphere, thus forming its base

(VELLINOV et al., 1974). Here - at 5_-60 km height a region

characterized with anomalously high field values up to -4÷-6 V/m

(APSEN etal., 1988; KOCHEEV etal., 1976, MAYNARD etal., 1981)

is registrated via rocket measurements of the atmospheric electric

field Ek-profiles. Thus, 8CR ionization proves important for the
clari÷ication of a number of problems concerning the middle

atmosphere electrodynamics and middle atmosphere - ionosphere

interaction. For that purpose, a new model for the GCR - middle

atmosphere interaction will be developed that will contribute to

the further precision and generalization of previous results

(VELLINOV etal., 1774).

GCR IONIZATION IN THE MIDDLE ATMOSPHERE

The electron production rate (cnT.Js-.I) at height h (km) for

the particles type i is

=--- o le 1= ,,,
O, L

=£!V_'=o :0.=35 is the energy necessary for one electron-ion pairwhere

formation, (dE/dh) - the particles ionization losses, D(E) - their

differential spectra,_O'- the azimuth, O- the angle towards the

vertical. As GCR penetrate isotropical ly from the upper

hemisphere from (I) follows:

q(h)= Z___Q Di,(_ k_{)) LSkj L '

P.: O=o
where Ells the energy (GeV/nucl) corresponding to the geomagnetic

threshold R(GV), AO takes into account that at a given altitude
the particles can penetrate from spatial angle (0,90 + AS) that is

greater than the upper hemisphere angle - (0,98e). For A8 there

is the following equation (VELLINO_/, 1968):

A 8=90" -or c cos (2R. h+h_/_R e+h ) (3)

where R==6371 km is the Earth-radius. In the interval 3B-1_ km
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8 changes from 6 to 10".

For dE/dh we are going to use the dependency

(DOBROTIN, 1964; VELLINOV et al., 1974, p.202)

• . _ [= I01 _O.G G_V region I 14)
=

7 Lk 137 -, =
where _ is the atmosphere density in g.cm "_. In fact the
particle energy fall law in region 1 (0,b-10 GeV) is

E(h)=E - 2.1_ 3_Z _ Ch(g,h) (6)

~ _ -where h= 20 (h)dh is the depth (g/cm'L), Z zs the particle charge,
and Ch(8,h)Chapman function taking into account the spherical

form of the atmosphere. During particles penetration in the

middle atmosphere their energy decreases while their ionization

losses in the region 1 remain constant; in the region 2 they rise

drastically according to (5): That effect was not taken into

consideration in the previous investigations. After deducting

(4,5) in (2} the total equation for the electron production rate
is received:

where ql 1 practically coincides
previous calculations (VELLINOV, 1968). The ionization in

region 2 will be added to ql

, : f _.37 D(O E'/' o),,_.,,.o_.o j.r +
IO-'J _1

r_/z + Ae ]•+.D(>o.OJ._=(e).,i.-,,.eJ.e
g,

( ,o-" ,o-.¢)

q(h)=ql(h)+q=(h) (7)

from the region with the
the

(8)

(9)

,-_' 17;z, + E_.- o.(;
: ck.(o)h,)Z'VA z.,o-'c_(o,k)Z'-/2 " '"

In fact, the function f:b(8) normalizes the particles
integral spectra in the regions 1 and 2. A is the particles

atomic weight. The angle 8_ is determined with the help of

(lg), when the proportion _sb(81jh)--_(h) is fulfilled.equation

COMPUTER REALIZATION OF THE MODEL AND ANALYSIS OF THE

RESULTS

The theoretical model thus presented is realized with the

help of a computer. The Gaussian method is applied for the

solution of multidimensional integrals (PRESS et al., 1987).It is

characterized by high precision for the smooth integrant

functions, that are well approximated with polinoms. That method

is machine run-time efficient - it uses only 10 function values in

the integral interval.
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Having in mind, that Z/A=1 for the protons and about 0,5
for the heavier nuclei, as well as the actual GCRcomposition
(DORMAN,1963) q. (h) were calculated for all groups of nuclei:
protons (Z=I), alpha-particles (Z=2), light (Z=3÷5), middle
(Z=6_?), heavy (Z=10÷21} and very heavy (Z _22). In consequence
the ionizations of the separate groups were summedup and the
total ionization q(h} was received.

The calculations were conducted for two GCRspectra - in
maximum and minimum solar activity, i.e. the 11-year GCR
modulatiion from the solar wind is considered (DORMAN,1963). That
modulation is expressed in the reverse solar activity changes and

the GCR flux. A part of the results from the program model

realization are presented on the Table: q(h) in the upper (80 km)

and lower (50 km) part of the C-layer. The results from the

previous calculations are given in brackets (VELLINOV et al.,

1974}. Hence, the contribution of q_ to the total q can be
considerable. From the Table it is seen also that at geomagnetic

latitudes over 55 Q q(h) is growing during the solar minimum

period two times, compared to the solar maximum. At middle

latitudes the 11-year variation is still considerable, while at

low and equatorial latitudes the variatlon is weak.

C-LAYER ELECTRON DENSITY DURING MAXIMUM AMD MINIMUM SOLAR

ACTIVITY
The equilibrium electron density (cm "_) is obtained from

equation I

where _ =N-/N is the negative ions-electrons ratio and _ is the
effective recombination coeficient. Having in mind the _values

from MITRA (198&)the C-layer electron density was calculated for

typical day conditions for middle (41") and high (55") geomagnetic

latitudes during solar minimum and maximum. The results are given

on the Figure and are mean valued in relation to season dependency
due to the unsufficient representativeness of the _ seasonal

variations. But, it can be said definitely, that in the C-layer
(and below it) maximum in winter N is 30-40% greater than in

summer. Over 80 km the season variation changes its sign.

CONCLUSION

The present work consideres new aspects of the C-layer

which together with the total GCR ionization in the middle and low

atmosphere is of major importance for the global

atmospheric-electric circuit in the system of the

solar-terrestrial relationships and biorelationships.
The results obtained so far are not final and are an

object of further specification. For example under significant 8

the particles pass greater quantity of substance connected with

the drastic growth of the Ch function. In that case an object of

consideration are not only the electromagnetic interactions of GCR

(4,5) but the nuclear as well. And those secondary cosmic rays

will probably increase still more the obtained herewith electron

production rates.

Under high solar activity the importance of the solar

cosmic rays in ionization will grow, and hence - in the

conductivity, currents, the electric fields and energetic

processes in the middle atmosphere {VELLINOV and MATEEV, 1989).
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C-Layer Electron Production Rate q.cm s

HIGH LATTITUDES - ABOVE 55"_ R=1.5 GV

hpkm SOLAJ_ MINIMUM

SUMMER WINTER

80 7.5 10 "_ 3,7 10 "J

[5 10 "_ 2,5 10 "_

50 4.8 10-' 2.8 10 -I

[2.5 10 -_ 1.5 10 -t

MIDDLE LATITUDES 41 ° R=5 8V

SOLAR MAXIMUM

SUMMER WINTER

4 10 "J 2 10":
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INTENSIVE MHD-STRUCTURES PENETRATION IN THE MIDDLE

ATMOSPHERE INITIATED IN THE IONOSPHERIC CUSP UNDER QUIET
GEOMAGNETIC CONDITIONS

L.N.Mateev, p.i. Nenovski, P.I.Vellinov

Space Research Institute, Bulgarian Academy of Sciences
b Moskovska Str., Sofia 1000, Bulgaria

ABSTRACT

In connection with the recently detected quasiperiodical

magnetic disturbances in the ionospheric cusp, the penetration of

co_pressional surface MHD-waves through the middle atmosphere is
modelled numerically. For the CIRA-72 model the respective energy

density flux of the disturbances in the middle atmosphere is

determined. On the basis of the developed model certain

conclusions are reached about the height distribution of the

structures (energy losses, currents, etc.) initiated by intensive

magnetic cusp disturbances.

Some of the most intensive small-scale magnetic

disturbances (SSMD) recorded in the winter cusp are systematically

investigated by SAFLEKOS et al. (1978). Intense small-scale

magnetic disturbances and associated variations in the electric
field have been recorded at height h=850 km on board the

Intercosmos Bulgaria 1300 satellite (ARSHINKOV et al., 1985,

NENOVSKI et al., 1987). The periodicity and the specific

polarization state in some cases suggest that those disturbances

have wavelike pattern. A model of compressional surface MHD-waves

ducting in the cusp to the ionosphere has been proposed (NENOVSKI

and MOMCHILOV, 1987).
However,the ionosphere and middle atmosphere conductivity

cannot be considered infinite. The distribution of the SSMD

energy transferred to the lower atmosphere layers is controlled by

the conductivity variations and if reaching Earth surface -- by

induced telluric currents. The purpose of the present work is to

demonstrate a quantitative picture of the surface MHD waves energy

distribution in height within the low ionosphere and middle

atmosphere.
In determining energy losses magnitude _W, evaluation of

SSMD electric field components and current density in height is

needed. The problem has been discussed in regard to the

geomagnetic pulsations by HUGHES and SOUTHWOOD,(197&) and POOLE et

al. (1988). Those components and the losses _W are determined
numerically by the Maxwell equations and the Ohm's law. We

introduce the Pedersen /_p /, Hall /Z /and the direct /_i /

conductivities as a function of height. The parameters,

determining the conductivity, collision frequencies, etc.

components are density, mean molecular weight and temperature.

CIRA-Cospar 1972 International Reference Atmosphere data is used

for neutral atmosphere. Electron density profiles N(z) under

night winter conditions and high solar activity are taken from
rocket measurements /BELROSE (1972>, HARRIS and TOMATSU,(1972)/at

high latitudes.

As in the ionosphere cusp the precipitating particles
energy is lower than 1-2 KeV, their ionizing influence under 300

km is ignored. On the opposite - we have considered the galactic

cosmic ray ionizing effect, considerable in middle atmosphere
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usLng ihe re6ult6 obtained by VELLINOVand MATEEV(1989). The
9_laCti_ cosmic rays effect on ionization is dominating in the
region under 80 km. At 60-80 km height they form separate
electron concentration layer /CR- or C-layer/ and positive and

negative ion concentrations at 0-6Q km with a maximum at about 20

km height. Herewith, ion densities from ARNOLD and KRANKOVSKY
(1977) are used that correspond to the earlier ROSE and WIDDLE
(1972) and later BRASSEUR and SOLOMON (1984) and BALACHANDRA SWAMI

and SETTY (1984) results.

For the N(z)-profiles calculation /70--90 km/ except

galactic cosmic rays we have included the effect of the scattered

H_ Lyman-alpha radiation /POTEMRA and ZMUDA, 1972/ and the cosmic

X-rays /GX333+25, SCO-XR-1, etc./, /MITRA and RAMANAMYRTY (1972)/.
The electron density profiles Ne/h/, the positive ions N+/h/, the

negative ions N-/h/ are given in Table I.
The spatial and temporal variations of localized

MHD-disturbancies, type

are initiated at the upper ionosphere border. We are

investigating the penetration of separate Fourier disturbance

components f(k_rz) in the low ionosphere and the middle

atmosphere, considered as horizontally homogenious, i.e. the

medium is vertically stratificated.

We are investigating the variations in the electric field

o÷ the separate Fourier components in height /NENOVSKI and MATEEV,

1989/. According to the HUGHES AND SOUTHWOOD /197b/ model we are

giving the initial values at z=O /Earth surface/. Supposing that

the Earth crust is an ideal conducter the boundary conditions for

the transversal electric field components are E_TE_.=O the

vertical magnetic field qcomponent bz=O. The electric field
vertical component /Ez=18-.V/m/ and the magnetic field transversal

component /by=_.10 G/. The Maxwell equations, including the Ohm
law are integrated with adaptive step and boundary values at z=O.

The method applied is Runge -Kutta with precision of

fourth order. The choice of integration step is made considering

the pre-condition for step error. That is valid ÷or each value
obtained for the unknown function. With the experimentally

verified factor we obtain further precision compensating the

truncation error /PRESS et al., 1987/. The sensitivity towards

identical sign error accumulation due to drastic step reduction is

considered. Due to the adaptivity a definite precision is reached

with computational work economy. Thus, efficiency_algorithm

run-time is optimized. The higher algorithm order from 4 to 5 is

reached on account of the greater number of calculations of the

right part of the system of ordinary differential equations

(factor 1.375). The efficiency of the applied method is proved in

practice /PRESS et al., 1987/. The results from the numerical

analysis are shown on Figures 1 and 2. The electric and magnetic
field variations in the 0-1_0 km interval are shown on Figure 1,2

and the losses distribution - on Figure 3. That f_gures

demonstrate the middle atmosphere influence on the MHD-disturbance

long-wave harmonics transition: k_=1000_km_ _ k_=O. Figures show

that the Earth magnetic disturbance by reduces about 5 orders in

magnitude towards the value at 100 km height. It is
characteristic that while on the Earth the b x component is 0, at

100 km height it is one order in magnitude greater than b_. The

electric field is characterized basically by two of its components

- E× and E z. E_ reaches 0,1 V/m at 100 km height, while the E z

component is dr_astically reduced /by three orders at about 20 km
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height/.
The losses / _W/ from the transition of long-wave MHD

disturbances us duet as it can be supposed, to the Pedersen

conductivity. That losses prove comparatively high in the middle
atmosphere upper region, i.e. - the mesosphere D-region. At

about 70 km height the losses are only 20% smaller than in the

maximum at 100 km height. Under 70 km the losses reduce

drastically. At lower altitudes the MHD-disturbances propagation

is not connected with the presence of considerable energy losses.

Here the role of the losses caused by the presence_lectric field
longitudinal component is greater. These results refer to a

definite case and consequently are of preliminary character.

The basic conclusion is that the process of

MHD-disturbances energy dissipation is not localized only in the

E-layer. Under some conditions the middle atmosphere - mesosphere

and the D-region participate actively in that process.

Table 1

Density Number

negative ion

Height

IZ, km

100

90

80

70

b5

60

55

50

45

40

35

30
25

20

15

10

5

0

electrons

3 10 7

2 10 3

b 10

0,5 10 _

positive ions

3 10 _
3

2 10
3

10

5 10 _

3 10 4

3 10 i

5 10 4

7,5 10 _

1.2 10 _

1.8 103

2.5 103

4 10
4.5 10 _

3 10 z
3 102

5 10 _

7.5 10
3

1.2 10
1-8 10 3

2.5 10 3

m

m

m

3 10 _

5 10 _

5 10 _

3 10 3

2,1 10

1,5 10
1 10 °

3 10 J

5 10 3
5 10 _

3 10 "_

2.1 10

1.5 10 f

1 10 °
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LOWEX_ THERMOSPHk_RE (80-100 km) DYNAMICS RESPONSE
TO SOLAR AND GEONh_GNETIC ACTIVITY

(Overview)

E.S.Kazimirovsky

Siberian Institute of Terrestrial Magnetism, Iono-
sphere and Radio Propagation, 664033, Post Box 4,

Irkutsk, USSR

ABSTRACT: The variations of solar and geomagnetic activity
may affect the thermosphere circulation via plasma heating and

electric fields, especially at high latitudes. The possibility
exists that the energy involved in auroral and magnetic storms
can produce significant changes of mesosphere and lower thermo-
sphere wind systems. A study of global radar measurements of
winds at 80-100 km region has revealed the short-term effects
(correlation between wind field and geomagnetic storms) and
long-term variations over a solar cycle. It seems likely that

the correlation results from a modification of planetary waves
and tides propagated from below, thus altering the dynamical
regime of the thermosphere. Sometimes the long-term behavior
points rather to a climatic variation with the internal atmos-
pheric cause than to a direct solar control.

The variations of solar and geomagnetic activity may affect

the thermosphere circulation via plasma heating and electric
fields, especially at high latitudes. The 80-100 km layer, oc-
curing at the lower thermosphere, i_ a transition layer between

an upper ionized region where motions are strongly influenced
by electromagnetic processes and a lower neutral region where
motions are controlled primarily by dynamics resulting from
internal atmospheric causes. It is important to determine the
maximum depth in the atmosphere to _lich the direct and indi-

rect effects of solar and geomagnetic activity and variability
penetrate° There are two main classes of processes to be con-
sidered: those associated with the variability of solar irra-
diance in various wavelength bands and those associated with
the corpuscular radiation of the Sun.

The effects generated by solar wind variability and high-
energy particles are well developed and fairly well under-

stood in the lower ionosphere, whereas they are not much known
and understood in the lower-lying layers and the neutral middle
atmosphere.

The search for a coupling of solar and geomagnetic activity

changes with middle atmosphere and lower thermosphere dynamics
has been the subject of investigations for decades. Short-
duration effects (correlation with geomagnetic storms, current
intensity variations in the auroral electrojet, etc.) and
long-term variations over a solar cycle were extensively inves-

tigated. There are some theoretical and numerical models of

the lower thermosphere dynamics response to solar and geomag-
netic activity. Nevertheless the results still remain rather
ambiguous and controversial.

A zonally averaged chemical-dynamical model of the thermosphe-
re (ROBLE and KASTING, 1984) was used to examine the effect of



157

high-latitude particle and Joule heating on the lower thermo-
sphere neutral composition, temperature and winds at solstice
for solar minimumconditions. It was found that high-latitude
heat sources drive meancJrculstion cells theft zeinforcc the
solsr-drJven circulation in the su_;_m_hemisphere a:.d o_pose
this circulation in the winter hemisphere.

Using a three-dimensienal, time-depc;<dcnt global model thu
_sponce of the lo_er thermosphere to an isolated substorr_ was
simulated (FULL_-I{OWELLand REES, 19g4). It was found that in
the !owsr thermosphere (_120 km) a long-lived vortex phenome-
non is generated. Initially two oppositely rotating vortices
are generated by the effects of ioa drag during the period of
enhanced high-latitude energy input centred on the polar cap/
auroral oval boundary, one at dusk and the other at dawn. After
the end of substorm the dawn cyclonic vortex dissipates rapidly
while the dusk anti-cyclonic vortex appears virtually self-
sustaining and survives manyhours after the substorm input has
ceased.

Possible effects of solar variability on the middle atmos-
phere have been discussed (COLE, 1984; GARCIAet al., 1984) -
solar variability in emission in the UV and EUV, variability
of cosmic rays and auroral ionization rates, solar proton
events, corpuscular heating in auroras, Joule heating by auro-
ral electrojet, auroral NOproduction and gravity wave emission
by the auroral electrojet.

GARCIAet al. (1984) examined the global response of the mid-
dle atmosphere (16-116km) to the solar variability between the
maximumand minimumof the 11-year cycle of solar activity. In
the upper mesosphere and lower thermosphere a temperature in-
crease was found to occur, but for the most part this increase
did not bring about any large changes in the zonal winds becau-
se the temperature increases are nearly uniform in latitude and
do not affect the horizontal temperature gradient.

As for the experimental evidence, a solar-cycle dependence of
LF drift wind (90-100 km) was for the first time found by
SPRENGERand SCHMINDER(1969). For the years 1957-68 they ob-
tained, for the winter period, a positive correlation of the
prevailing wind with solar activity (represented by the 10.7 cm
radio emission of the Sun) whereas the amplitude of the semi-
diurnal tidal wind showeda negative correlation. This result
was emphasized in the COSPA_International Reference Atmosphere
1972 (CIRA 72). It was confirmed by meteor radar wind measure-
ments (PORTNYAGINet al., 1977; BABAJANOVet al., 1977). Fur-
ther, GREGORYet al. (1980, 1981, 1983) on the basis of an ana-
lysis of partial reflection wind data, 60-110 kln, have infer-
red the 11-year cycle response of seasonal zonal flow which
varies _ith altitude. Saskatoon data have been reviewed to de-
termine whether a solar cycle modulatio_ exists in ther. It has
been found that all circulation regimes in the mesosphere and
lower thermosphere, i.e., both summerand winter, above and
below _95 km, show such a modu]ation, and that is as large as,
if not larger than the effect at Kuhlungsborn, which was des-
cribed as "considerable". Let us remember that much of data
used in the CIRA-72 model for latitudes about 50°N were obtai-
ned during a solar minimum. Prevaili_ winds at Saskatoon in-
crease from solar minimum to solar maximumby factors of up to
2-4. A comparison of trends in meanwinds over Canada with
those over Central Europe and East Siberia with the difference
of about 20° geomagnetic latitude reveals that the effect of

ORIGINAL PAGE IS
OF POOR QUALITY
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solar and geomagnetic activity is stronger for higher geomagne-
tic latitudes.

The data collected from experimental ground-based remote measu-
rements of 80-110 km winds were analyzed in terms of seasonal and
long-term solar cycle behavior (DARTT et al., 1983). The annual

variations depend on solar activity rather weakly, but the occur-
ence of stronger westerlies (at 90 km during winter) in solar
maximum than those in solar minimum years was confirmed with in-
dependent data at 50°N and 35°S. In addition, it appears that

zonal winds are more southerly in spring and early summer in
solar maximum years than in solar minimum years in the northern

hemisphere. There are enough discrepancies between experimental
data and theoretical models, though the stronger winter wester-

lies and summer easterlies during solar maximum are predicted
by theory.

An analysis of long term meteor radar wind measurements for
three midlatitude stations (D'YACHENKO et al., 1986) shows the

significant solar cycle oscillations with periods of not only
the 11 years but also the 22 year cycles. The variations of the
prevailing winds with 22 year period are approximately in phase
or antiphase with the 22 year solar activity cycle depending
on the season. The variations with 22 year period dominate for
variations of zonal prevailing wind velocities during the cold

periods and meridional winds in autumn months. Eeridional pre-
vailing winds in November-February vary mainly with the 11-
year cycle. In other months of the year the amplitudes of the

22 and 11 year velocity variations of prevailing winds are com-

mensurable. For amplitudes of a semidiurnal tide the oscilla-
tions with the 22-year period prevail for all seasons. The
authors noted that solar activity dependence of zonal and meri-
dional component amplitudes of semi-diurnal tide are quite
similar, whereas the character of corresponding dependences
of zonal and meridional prevailing wind is different.

It may be noted that the results concerning a solar dependen-
ce of wind parameters below 100 km are controversial to date.
The above-mentioned positive correlation of prevailing wind
with solar activity (SPRENGER and SCHMINDER, 1969) may be chan-

ged by a negative correlation with an indication of a new chan-
ge after 1983 (GREISIGER et al., 1987). The negative correla-
tion with solar activity of the semi-diurnal tidal wind in
winter remained unchanged (as late as 1984) and proved also
to be the same in summer and for annual averages. Neverthe-
less the authors concluded that long-term behaviour points
rather to a climatic variation with an internal atmospheric
cause than to a direct solar control. This conclusion was made
on the basis of continuous wind observations in the upper meso-

pause region over more than twenty years.
ZI_ERMAN and MURPHY (1977) plotted yearly averaged occurence

rates of turbulence and turbulent diffusivity summed over the
altitude region 70 to 90 km and compared them with solar acti-

vity indices. These data suggest a correlation with a two
year time lag. ZIMMERMAN comments that it is fairly apparent
that this occurence is wave induced and that one should look

into the lower atmasphere for the source mechanism of these
waves to understand more properly the solar relationship.

In addition to solar cycle variations short-term response of

lower thermosphere dynamics to geomagnetic storm or current
intensity variations in the auroral electrojet were inferred.
Several mechanisms through which a short-term response may
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develop are provided by ion-neutral frictional coupling. The ion-
drag momentum and Joule heat sources may either directly drive
motions of the neutral gas or launch atmospheric waves that pro-

pagate to lower latitudes. At high latitudes particle precipita-
tion and magnetospheric convection may influence the internal
atmospheric waves upward propagation from the lower atmosphere
and thereby affect the mesosphere. As altitude increases from
the mesosphere to the thermosphere, at some point the additional
influence of auroral processes is superposed on this complex

collection of interacting waves and turbulent motions. Hence the

geomagnetic activity affects both boundaries of the middle atmo-
sphere - the turbopause (upper) and the tropopause (lower).

In order to investigate the response of neutral winds at the
lower thermosphere to variations in magnetospheric forcing, it

is necessary to have observational techniques with reasonably
continuous measurement capability at this altitude.

There are some recent experimental results. The geomagnetic

control of ionospheric D-region dynamics was revealed and con-
firmed on the basis of continuous LF drift measurements (1978-

1983) over East Siberia (KAZIMIROVSKY et al., 1986; V_GASOVA,
1988a, 1988b). The monthly mean parameters of the wind system
are different for quiet (Kp _ 3) and disturbed (Kp > 3) condi-
tions. There is an increase in stability of the meridional wind

with increasing level of geomagnetic activity. On the basis of

31 events the influence of geomagnetic storms on the winds was
considered, and it became apparent that the variation of zonal
and meridional winds during geomagnetically disturbed nights

differs from those for undisturbed nights before and after the
storm. Calculations made by the erposed epoch method for weak
(Ap _ 50), moderate (50 _ Ap _- I_ and strong (Ap > 100) storms
show that the zonal wind during weak and strong storms decreases
but increases for moderate storms. The meridional wind increases

during weak and strong storms, while after the storm there is a
reverse of meridional wind. We did not find conclusive evidence

for geomagnetic effects on semi-diurnal tides, except for a
decrease of tidal phase during disturbed nights.

We may compare our results with recent findings of other in-
vestigators. SC_4INDER and KURSCHNER (1978, 1982) found the in-
fluence of geomagnetic storms on the measured wind in the Cen-
tral Europe upper mesopause region deduced from ionospheric
drift measurements. But they interpreted the disturbances of
the wind field as an effect of increasing in the reflection le-

vel, so that the measurements during a geomagnetic storm relate
to a different altitude with different wind conditions. Never-

theless we may note the increased zonal wind variability inclu-

ding possible reversals. LASTOVICKA and SVOBODA (1987) found
some correlation (_ -0.4) of 5-day medians of Collm mean

winds and _Kp for winter.
At Saskatoon (subauroral zone) MANSON and MEEK (1986) observed

small but significant cross correlations between semidiurnal

tidal amplitudes from 90 to 105 km and the Ap index. Tidal amp-
litudes remained reduced from time lags of zero to about 5 days

following the interval of increased Ap. Reduced diurnal tidal

amplitudes were also found in the lower E-region, at 105 km.
It may be noted that small increases in eastward and equator-
ward mean winds (incoherent scatter, _illstone Hill) as well

as reduced semidiurnal tidal amplitudes at 105 km during geo-

magnetically disturbed conditions were reported by WAND (1983)

some years ago.
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Someof these effects might be explained by geomagnetic-acti-

vity induced changes in lower thermosphere temperature and den-
sity, which alter the dissipation of the upward propagating ti-
des. MAZANDIERand BERNARD(1985) also found the effect of geo-
magnetic storm on the merldional circulation and semidiurnal ti-
de, especially the phase of tide at 90-180 km, revealed by inco-
herent scatter measurementsat mldlatitude station Saint-Santin.

The amplitude of gravity waves was found to be positively cor-
related with intervals of increased Ap near zero time lag at
heights from 90-105 km (MANSONand ME_, 1986). Rocket measu-
rements of turbulent transport in the lower ionosphere collected
by ANDREASSENet al. (1983) confirm the increase of turbulence
for high geomagnetic activity. But the vertical turbulent diffu-
sivity in the lower thermosphere above 110 km deduced from
ionospheric sporadic E parameters by BENCZE(1983) decreases
during geomagnetic storm. This would meanthat the height of
the turbopause increases. ZIMMh_MANet al. (1982) found a strong
correlation of Ap with deviations of the turbopause height from
mean diurnal variation (but not with the height itself). THRANE
et al. (1985) found that it is not possible to determine whether
or not a direct relation exists between the energy input during
geomagnetic disturbances and the turbulent state of the high-
latitude mesosphere.

Extensive investigations have been madeat auroral zone obser-
vatories Poker Flat (MST-radar) by BALSLEYet al. (1980, 1982,
1983), JOHNSONet al. (1984), JOHNSONand LUHMAN(1985a, 1985b,
1988) and Chatanika by JOHNSONet al. (1987). The results were
controversial. Initially it was found that zonal winds in the
80-90 km altitude region were enhanced toward the west while
intensified electrojet currents flowed overhead. It appeared
that the enhancement in the zonal wind amounts to some tens of
meters per seoond and the wind field variations may lag behind
the electrojet variations by between 2 and 4 hours (BALSLEYet
al., 1980, 1982, 1983). The incoherent scatter measurements
would show enhanced eastward winds above 100 km on disturbed
day, as well as reduced semidiurnal and increased diurnal tidal
amplitudes (JOHNSONet al., 1987). These results are not in
conflict with those of MANSONand MEEK(1986) since a lower al-
titude range has been addressed in this study. But recently
(JOHNSONand LUHMAN,1988) it was shown that the presence of
like frequencies in the available geomagnetic activity indices
and in the neutral wind data makes the detection of any small
neutral wind response to changes in the level of activity ex-
tremely difficult. Examination of all Poker Flat and Chatanika
results suggested the conclusion that the 90 to 100 km altitude
region constitutes the altitude range in which the effects of
magnetospheric forcing begin to be detectable observationally
in horizontal neutral winds at high to mldlatitudes. Below this
altitude significant and consistent responses are not evident.
In order to alter the neutral dynamics at lower altitudes dras-
tically more energetic inputs are required.

LASTOVICKA(1988) proposed that the apparent difference bet-
ween North American (weaker effect) and European (stronger ef-
fect) results may be partly explained by the use of winter or
late autumn data in Europe versus summerdata in North America
(Poker Flat and Chatanika) and by the fact that particularly
strong events (e.g. geomagnetic storms - mainly studied in Eu-
rope) but not short-term weaker fluctuations (mainly studied
in North America) can affect wind fields. Sometimes the longi-
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tudinal effect (KAZIMIROVSKYet al., 1988) may be significant.
It should be noted in conclusion that the solar and geomagne-

tic activity variations are important but not dominant in the
upper mesosphere-lower thermosphere circulation (wind system).
Incorrect application of statistical methods to experimental
data sets may lead to artifacts and misunderstanding.

At present we can only speculate about a suitable physical
process. The lack of reasonably reliable mechanisms is a pro-
blem of vital importance. It may be a commonreason for varia-
tions of the wind regime at the lower thermosphere and magne-
tic activity - the dissipation of energy from external sources
at high latitudes and its transfer equatorward. A change in the
wind system may exert an influence on the density and structure
of the middle atmosphere and on conditions of internal waves
propagation from below. Hence the variability may be changed.
It is quite possible too that the change in the 80-100 km wind
system associated with geomagnetic activity variations is cau-
sed by enhanced electron concentrations in the ionospheric
D-region. Also, magnetic activity induced by distulbances in
the wind field of the neutral atmosphere should not be ruled
out as a possibility.

The most difficult problem which will limit our progress is
that of understanding the cumulative interaction of small- and
large-scale dynamics occuring within the lower atmosphere, the
coupling between the thermosphere and lower atmosphere from
below. Of course, these studies are needed, in order to deter-
mine whether all the highly variable middle atmospheric dyna-
mical processes can influence processes within our lower atmo-
sphere and thus affect our immediate environment.

There is a need to organize an effective monitoring system
that would be reasonably intensive and extensive. What is desi-
red from future research is a qualitative assessment of all
the significant couplings, trigger mechanismsand feedback
processes. Manyproblems are largely to be solved.
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ABSTRACT: Lower thermospheric (90-120 km) wind data has been

acquired by ground-based spaced-receiver method (KF, LF) near
Irkutsk (52°N, I04°E). There is interrelated solar and meteoro-

logical control of lower thermosphere dynamics. Some features

of solar control effects on the wind parameters are discussed.

The region 90-120 km is a part of the middle atmosphere. The
response of wind regime of that region to solar and geomagne-
tic activity was revealed by numerous authors (KAZIMIROVSKY,
1985; LASTOVICKA, 1987). Our data of LF DI wind measurements

from 1975 to 1985 at D region of the ionosphere (frequency 200
kHz) and HF DI wind measurements from 1972 to 1976 at E-region
(vertical sounding, 2.2 MHz) gave the possibility for further
investigations.

Statistical analysis of data for D-region (78 months) allo-

wed us to conclude that there is a distinct relationship bet-
ween monthly averaged prevailing winds (zonal and meridional)

and solar activity. But we did not find such relationships for
tidal components. The variations of zonal ( Vo_ ) and meridio-

nal( I/o_ ) prevailing winds may be approximated in the follo-
wing way :

Vo_(#u, )= 17.1 + 3.9 sLn (_-x_/6) - 7.3cos (_/6) +

+ 4.4 s_ (7FX_/3) + 5.7cos (Y/J_/3) + 5.4 710.7/I00,_'_;

Vo_(_7)= 5.4- 1.8 s_ (_-_/6) + 3.o:os(_/6) - (I)

- 1.65La (22_/3) + 3.7cos (Z_/3) + 4.TZ10.7/1OO,_s-1 .

Here /_ is month number (for instance, January has number I),
_rI0.7 - index of solar activity, the flux of solar radio-
emission (10-22Wm-2Hz -1). This approximation is valid for

60 _ 710.7 _ 240. As shown in Fig. I, the correlation bet-
ween prevailing winds and solar activity is rather positive.

This result is in agreement with some recently published pa-
pers (ZHOVTY, 1984; KAZIMIROVSKY, 1985).

Some years ago we investigated the seasonal variations of

the absolute differences between geomagnetically quiet and
disturbed conditions for the parameters of D-region winds
(KAZIMIROVSKY et al., 1986). Now we have done the same for E-

region winds during 1972-1976. The solar activity decreased

from F-I_ v _ 100-150 for 1972 to 710 v _ 70-80 for 1976.
Data o$_ined during periods with _p _3 were classed as

quiet conditions, and those for Wp> 3as disturbed conditions.
The seasonally averaged diurnal variations of wind velocity

were approximated thus:
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k = _._; _ - the phase of a-harmonics for the k-component
of velocity. For each season we calculated the averaged diffe-

rences :

oVo Vo:'i,
r,",,k= /14, - I, (3)

between quiet ( _ ) and disturbed ( d ) conditions.
In most cases a1_ and a V_k increase with solar activity

decreasing; therefore the stability of wind system increases
with increasing solar activity. We know that the thermospheric

neutral density correlates positively with solar activity. Pos-

sibly, this process affects the circulation and the influence
of geomagnetic activity diminishes. At present we can only spe-
culate about the suitable physical mechanism. But the lack of
the definitive conclusions stresses the necessity of continua-

tion of experimental researches of ionospheric motions.
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Former Director of the Fraunhofer Institute for Atmospheric

Environmental Research
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INTRODUCTION

This paper is restricted on processes in the troposphere and the lower strato-

sphere (higher atmosph, see MATSUHITA, 1983). General aspects of global atmos-

pheric electricity are summarized in Chapter III of NCR (1986), VOLLAND (1984)

has outlined the overall problems of atmospheric electrodynamics, and ROBLE

and HAYS (1982) published a summary of solar effects on the global circuit.

The solar variability and its atmospheric effects (overview by DONELLY et al,

1987) and the solar-planetary relationships (survey by JAMES et al. 1983) are

so extremely complex that only particular results and selected papers of

direct relevance or historical importance can be compiled in this article.

A LOOK BACK AT THE HISTORY

BAUER (1925) first suggested a correlation between the electric field (E) re-

corded from 1902-1922 at 5 stations and the sun spot number. Also GISH and

SHERMAN (1936) reported on solar effects in atmospheric electric data. Howe-

ver, ISRAEL (1961/1973) stated that solar influences on atmospheric electric-

ity are unlikely. Of course, sunspot numbers are not the best for such an in-

vestigation and long term observations also raise problems. Hence Reiter used

solar flares (SF) as well defined short term solar events. He showed that

after flares E and the air earth current (I) increase significantly by 20-

60% (REITER 1960, 1964/85, 1969, 1971) when they are recorded on mountain

peaks during fair weather and above the mixing layer. These findings have been

confirmed by COBB (1967) and SARTOR (1969). Then MARKSON (1971) considered ill

great detail solar and other extraterrestrial influences on atmospheric elect-

ricity and thunderstorms by including also Forbush decreases (FD) in the

galactic cosmic rays (GCR) and the sector structure boundary passages (SBP) of

the solar magnetic field (based on WILCOX 1965 et ai.,1968). MUHLEISEN (1974)

executed an extensive work by applying radiosondes in order to study the long

term variation of the electric ionospheric potential (EIP) which was shown to

be correlated directly with the relative sunspot number 1963 - 1970.

In conclusion the following viewpoints particularly appeared as to be regard-

eded in further investigations (of course, some more could be drawn):

a) For relevant studies the use of short term events being well defined by

time and intensity and which are clearly linked with the solar activity seem

to be most useful: e.g. SF, SBP of the interplanetary magnetic field, solar

proton events, behavior of the solar wind and of the corona hole the im-

portance of which has been recognized recently.

b) When studying short term events it is important to consider the respective

phase of the solar cycle at the same time which can strongly modify the feat-

ure of the result (see REITER 1979).

c) For investigating solar-atmospheric electrical relations the parameters

should be recorded or measured exclusively during fair weather conditions and

above the mixing layer either on high mountain tops (REITER, COBB, see above)

or at very remote islands or polar regions, or by airplane (MARKSON 1976), by

balloons (MUHLEISEN 1974, OGAWA et al. 1967, 1969) and other carriers.

SEVERE CRITIQUE

Critique has been claimed concerning the seriousness of sun-atmosphere inves-

tigations. And since atmospheric electricity cannot be separated from the be-

havior of specific parameters of aeronomy and meteorology all of those have
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beenlumpedtogether by this concern(e.g. see SHAPIRO1979whodoubts the
workof MARKSON1971andof WILCOXet al. 1974,1976on the SBP-vorticity in-
dex relation). A harsh ,efusal hasbeenpublishedby GREEN(1979)concerning
misconceptionsand misinterpretations in the investigations of sun-weather
relationships. His reproachhas beenrather often repeated: lack of physical

mechanisms connected with an overvalue of pure statistical associations. Ano-

ther serious critique has been compiled recently in an extended article by

TAYLOR (1986) who reviewed also some work in atmospheric electricity. He main-

ly points out the controversy and the lack in the work based on SBP and the

suggestions of a link between cosmic ray induced changes Jn the stratospheric

ionization rate and thunderstorm activity (M__RKSON 1978a, LETHBRIDGE 1981).

However, Taylor accepts the results on connections between FD (therefore also

SF) and the behavior of atmospheric electrical parameters as well as trigger

of stratospheric intrusions (REITER 1977b,1979). He points out that -if suc-

cessively isolated and explained- external forcing of short term va_lations in

the dynamics of the lower atmosphere would be of major accomplishment.

Another review of results of sun-atmosphere investigations has been given by

EDDY (1983) which is still worth mentioning also today: no equivocal connec-

tion between solar variations and meteorological processes has yet been estab-

lished. It must be made clear that studies of solar perturbations and their

influences on the lower atmosphere are undeniably a proper part of atmospheric

physics in general. Eddy concludes with three general recommendations the im-

portance of which is still unchanged: (a shortened version)

a) The question of possible solar influence on special atmospheric phenomena

must be treated within the general framework of solar-terrestrial physics and

atmospheric science. Facts of adjoining disciplines must be fully regarded.

b) More effort should be devoted to the development of physical models and

mechanisms.

c) The data base on which all the studies rest should be expanded and streng-

thned. This needs apart of an enhanced and impz_ved monitoring of all import-

ant parameters describing the solar activity also measurements of solar-indu-

ced perturbations in the upper, middle and lower atmosphere. Electric and mag-

netic fields and their changes by the incidence of solar particles should be

included.

Here, obviously, the overall criticism turns over in valuable recommendations

which should be accepted and applied without reserve.

SOME OF THE RECENT INVESTIGATIONS OF IMPORTANCE

HOLZWORTH and MOZER (1979) found a direct evidence of solar flare modification

of stratospheric electric fields. FISCHER and MUHLEISEN (1980) reanalyzed

their data on the EIP and found an influence of the SBP. TAKAGI et al. (1984)

also found an effect of SBP (only for -/+) on the fair weather electric field

on the earth's surface. He furthermore discussed the influence of cosmic ray

variations on the EIP, the currents from thunderstorms and on I. However, he

erroneously explained the SF effect by enhanced solar protons and attributed

the variation of the GCR to the solar activity in general. It is a matter of

fact that the SF effect is mainly based on the FD in the GCR and that energe-

tic solar protons which reach the lower atmosphere are extremely rare and do

normally not appear in connection with a flare except of very rare cases. A|so

OLSON (1983) tried to interpret the solar influence on the atmospheric elect-

rical parameters. MEYEROTT et al. (1983) analyzed long term measurements (I0

years) of the EIP but found no correlation with variations of the GCR intensi-

ty. However, the EIP seems to be better correlated with the stratospheric

aerosol burden caused by volcanic eruptions (REITER 1986 et al., OLSEN 1983).

This again is a hint showing that long term investigations are not a reasona-

ble basis for solar-terrestrial studies.

Here some remarks on suggestions by MARKSON (1974, 1978b, 1981, 1983) are re-

quired. He claimed that a direct influence of solar events on the current bet-

ween the ionosphere and the earths surface exists. Those, so MARKSON argues,
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liberate cosmic rays which reduce also the columnar resistance above each

thunderstorm. By this way the upward electric current of positive charges

being accumulated on top of the thundercloud by the charge separation proces-

ses is enhanced and the generators put more charge onto the ionosphere. How-

ever, only in very rare cases (f.e. see the event in August 1972) solar pro-

tons have such a high energy that they can penetrate down to the lower strato-

sphere. After SF normally the FD occurs and the ionization rate in the lower

stratosphere and upper troposphere drops. But this is the inverse effect com-

pared with MARl(SON's model. Finally it may be pointed out that some competent

reviews on solar-terrestrial relationships have been published recently: RUBLE

and HAYS (1982), NEWELL (1984), and RUBLE and TZUR (1986). These reviewers ag-

ree with the claim of solar effects on E and I and on stratospheric intrusions

published by the author.

THEORETICAL CALCULATIONS AND MODELING

A new era appeared with the theoretical treatment of atmospheric electrical

data. RUBLE and HAYS (1979), TZUR et al. (1983), TZUR and RUBLE (Iq85), RUBLE

(1985) and RUBLE and TZUR (1986) were successful in a mathematical modeling of

the global atmospheric electric circuit and they could show that their results

are in concordance with experimental results by REITER, COBB, and others.

MAKINO and OGAWA (1983, 1984) also calculated the pattern of the global circu-

it based on assumptions of the global thunderstorm distribution. They confirm-

ed the effect of solar flares on E and I (found by REITER 1960, 1964 and COBB

1967) quantitatively by incorporating the influence of the FD in 57.5=N on the

stratospheric ionization rate (Fig.ld).

RESULTS RECENTLY OBTAINED

Fig.l shows the departures of E and I from the mean fair weather values (in %)

some days before, during and after SF events. Fig.la recalls the finding by

COBB (1967). Figs.lb, Ic show the result by Reiter as it appears when a new

series of data (1977-1981) is added to the former (REITER 1971) of 1967-1971.

There is no doubt that this extension over now 2 solar cycles (No.20, 21) suf-

ficiently confirms the previous results. The departures of E and I from the

mean fair weather values during solar quiet are more than 30 and consequently

significant. Fig.ld shows the theoretical result by MAK[NO and OGAWA (1984)

for 3 km altitude ( =Zugspitze station). They calculated the departures of E

and I after SF based on the FD in the GCR for 57.5°N as expected in the mean.

MAKINO and OGAWA state: these results are consistent with the features of

Reiter's observation. By this way the recommendations b) and c) by EDDY (1983)

are realized: the amount of data was increased and the primary result could

be confirmed. A reasonable physical mechanism has been established by inde-

pendent investigators.

Although the applicability of SBP in solar-terrestrial investigations has yet

not been finally accepted, the results of two independent studies based on SBP

dates (by SVALGAARD 1976) are shown in Fig.2a. In the case uf a passage of the

typ -/+, E and I measured on Zugspitze Peak an 3 km a,s.l, significantly de-

part (REITER 1976, 1977a) from the fair weather mean by +15 to +20% showing a

maximum in the +2 day. In the same figure the E and I values are overlaid by

the daily mean concentration of the isotope Be7 (halflife time 53 days) in the

alr at the same station. Be7 is constantly produced in the lower stratosphere

in 20-27 km by nuclear reaction of cosmic rays with air molecules and its con-

centration in the upper troposphere is normally rather low. However, by each

intrusions of stratospheric air through the tropopause near a folding, Be7

significantly increases also in 3 km altitude and indicates an intrusion con-

fidently (REITER et al. 1971, REITER 1977b, 1979). Fig.2a consequently shows

that the increase in E and 1 after SBP is coupled with an enhancement of stra-

tospheric intrusions. Fig. 2b confirms that this is significantly linked with

the solar activity: at the same time when the FD is initiated (drop Jn the

neutron density, upper panel of 2b) the concentrations of Be7 strongly increa-
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ses (the weak drop of the GCR intensity during a FD has no direct influence on

the Be7 generation). This coupling of E,I effects with stratospheric dynamics

is in accordance with recommendation a) by EDDY (1983). The trigger by solar

events of dynamic processes in the lower stratosphere also appears by consid-

ering the day by day variations of the stratospheric 03 pattern. Fig.3 shows

one example (for more see REITER 1983). From March I0 to March 19 (Fig. 3b) a

FD lasted and during the same sequence the initially normal and rather smoo-

thed stratospheric 03 profile became totally scattered (3a): a complex overlay

of stratospheric and tropospheric air strata above the tropopause occurred

(for more details see REITER 1983).

Using the values of 480 03 radiosonde flights during 37 sequences with 8 - 30

day by day ascents along the solar cycle No. 21 and the 35 cases of well es-

tablished FD, the scatter (0_:) of the stratospheric 03 values before, during

and after the FD has been calculated (Fig. 4a). From the -2 day to the key day

the value of scatter increases significantly and then it consistently drops.

The increase of the O_ scatter on the key day amounts more then 2 times of its

standard deviation (sigma in Fig. 4a).

By using the same key days, also a significant (compare sigma values) change

in the tropopause height on and after the FD is shown (4b): it drops in the

average by 40 hPa. Also these results confirm the importance of the GCR for

solar-terrestrial studies of the stratospheric dynamics in accordance with

TAYLOR (1986). In this case the GCR may have the character of an indlcator uf

important short term solar events. Here also the work of NEUBAUER (1983)

should be mentioned. He demonstrated solar impacts on dynamic processes in the

lower stratosphere which corroborate the findings shown in Figs. 3 and 4.

Last but not least a recent result of recordings (E, I, air conductivity, all

meteorological parameters) executed at a new private mountain station in 1780

m a.s.l, should be mentioned (Fig. 5). During an exceptional and long lasting

fine weather period in January 1989 three strong and one heavy solar flares

(imp.3b) occurred during which the station was constantly above the mixing

layer. Fig. 5b shows the behavior of the IO cm flux, of the GCR intensity and

the flare calendar. A FD occurred on 16 January and the I0 cm flux showed a

peak at the same day. A magnetic storm was reported for January 20. From

January 17 to 18, E and I increased remarkably and remained until 21 January

by 30 - 70 % higher than the fair weather mean. This is a single event belng

consistent with the results obtained statistically and demonstrated in Fig.l.
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MEASUREMENTS OF MESOSPHERIC ELECTRIC FIELD UNDER VARIOUS
GEOMAGNETIC CONDITIONS

A.A.Tyutin, A.M. Zadorozhny

Novosibirsk State University, USSR

The results of measurements of electric field strength in

the mesosphere are given for high and middle latitudes.

At high latitudes, there is observed a distinct dependence

of the height profile of electric field on the geomagnetic
disturbance level.
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RELATIONSHIP BETWEEN SOLAR ACTIVITIES AND THUNDERSTORM ACTIVITIES
IN THE BEIJING AREA AND THE NORTHEAST REGION OF CHINA

Hong C. Zhuang and Xi C. Lu

Institute of Space Physics, Academia Sinica
P. O. Box 8701, Beijing, China

ABSTRACT

An analysis of the relationship between the IMF section boundary crossing, solar flares, the
sunspot eleven-year cycle variation and the thunderstorm index is given, using the superposition
epoch method, for data from more than 13,000 thunderstorms from 10 meteorological stations in
the Beijing area and the Northeast region during 1957 to 1978. The results show that for some
years a correlation exists between the thunderstorm index and the positive IMF section boundary
crossing. The thunderstorm index increases obviously within three days near the crossing and on
the seventh day after the crossing. The influence of the crossing on thunderstorms is stronger in
the first half year than the latter half year. For different classes of solar flares, the influences are
not equally obvious. The solar flares which appeared on the west side, especially in the western
region (from 0 ° to 30 °) have the most obvious influence. There is no discernible correlation
between the thunderstorm index and the sunspot eleven-year cycle.

INTRODUCTION

As early as AD 187 there was a written record of the correlation between solar activities and
meteorology in an ancient Chinese book: " there is a black color as large as a melon within the
Sun. When the Sun becomes black, the water on the ground will be flooding. " It indicates a
correlation between the peak of the sunspot and floods. Recently there is a number of statistical
data analyses in China on floods and droughts, precipitation, characteristics of rains, water flow of
rivers and water levels of rivers and lakes and so on, which reveal certain correlations with solar

activities. As usually realized, annual precipitation is, to a certain extent, linked with thunderstorm
activities. Thunderstorms are phenomena of atmospheric electricity. In order to understand the
physical mechanism of the correlation between solar activities and meteorological phenomena such
as precipitation, several ways have been proposed through which the effects of solar activities can
transport into the lower atmosphere and give some impact upon meteorological phenomena.
Atmospheric electricity is one of the most possible ways. The possible picture seems like this.
Solar activities may influence the environment of atmospheric electricity. Atmospheric electrical
properties may influence the formation of thunderstorms, and then influence the annual
precipitation and other related meteorological phenomena.

In China we have systematic collections of thunderstorm data for the whole country covering
more than a million square km over the last 20 years. These data are very unique for analyzing the
correlation with solar activities. The work shown here was done in 1986, based on data of 10

basic meteorological stations in Beijing and the Northeast regions. These areas are not the most
frequent thunderstorm regions, but there were still about 13,000 thunderstorms during the 19
years from 1957 to 1978.

CALCULATION

The superposition epoch analysis is used to analyze the correlation between the Interplanetary
Magnetic Field (IMF) section boundary crossing, solar flares and the index of thunderstorms. The
definition of the index of thunderstorm x is: x = ( f-_ ) / s, where f is the number of thunders per

day; t' is the average value of f of the same epoch days included in the superposition analysis; s is
the standard mean deviation of the fluctuation of f for each epoch day.

During the analysis, different classes of data were divided according to different situations,
such as: for different years, i.e., the first half year (from April to June), the latter half year (from
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July to October), and the whole year; for different solar activity levels, i.e., high activity years
(57-59, 68-70), low activity years (63-65, 57-77), ascending years (65-67) and descending years
(59-63, 70-75); for different polarities of the section boundary, i.e., positive boundary (the
direction of IMF being away from the Sun turns toward the Sun), and negative boundary (IMF
toward the Sun turns away from the Sun); for different locations of solar flares on the solar disk,
i.e., six regions as E1 (0 ° - 30 ° east of the central meridian of the solar disk), E2 (30 ° - 60 ° east),
E3 (60 ° - 90 ° east), W1 (0 ° -30 ° west of the central meridian of the solar disk), W2 (30 ° - 60 ° west),
and W3 (60 ° - 90 ° west); for different durations of the solar flares, i.e., shorter than 1.5 hours and

longer than 1.5 hours; for different brightness of the solar flare, i.e., bright flare and non-bright
flare, and so on.

RESULTS

(A) IMF Section Boundary Crossing
For whole year data, about one third of the thunderstorm index shows a discernible

correlation with the boundary crossing, being much more obvious for positive boundary than
negative boundary.

Figure 1 shows some examples of the superposition epoch which shows the correlation
between the index of thunderstorm frequency and the positive boundary crossing of interplanetary
magnetic field sections. The upper two panels are Northeast data from 4 stations in 1968 and
1976. N is the number of total cases. Dotted lines are confidence level of 1%. Figure 2 is for
negative boundary crossing. The lower two panels are the Northeast region. The upper three
panels are the Beijing region.

(B) Solar Flares

Figure 3 shows an example of the superposition epoch curve of the thunderstorm index with
respect to solar flares. The key days are solar flare burst days. For all cases of the east region
solar flare, both the northeast region and the Beijing region the correlation exists only for a bright
flare whose duration t is less than 1.5 hours and appears in the east region 2 of the solar disk. For
the west region solar flare, region Wl is the most obvious region in which the solar flare will
seemingly influence thunderstorm frequency.

CONCLUDING REMARKS

Having conducted all the superposition analyses for the different classes of data, we will
summarize our impression about the correlation between thunderstorms and solar activity,
including the IMF boundary crossing as follows:

1. The influence of magnetic boundary crossings on thunderstorm frequency is rather weak.
Only a few years' data show an increase of thunderstorm frequency within 3 days or 7 days after
the positive boundary crossing. Almost no influence after a negative crossing.

2. The influence of solar flares on thunderstorms is rather obvious. The thunderstorm
frequency experiences a discernible enhancement after the flare burst, especially for the flare which
appears in the west and especially in region W1 of the solar disk.

3. Statistics for the first half and the latter half year data show that the influence of the latter
half year solar flare is stronger than the first half year flare.

4. The correlation between sunspot number and thunderstorm frequency is not discernible.
5. The results of the correlation statistics for different cases are different; for the Northeast

and Beijing regions are also different. The results from our data are not identical with other

authors. These facts show that the influence of solar activities on thunderstorms may be affected
by local meteorological conditions.
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Ghh_ERAL OVERVIE_ OF £HE SOLAR ACTIVITI EFFECTS
OR '_i_ LOWER IONOSPHERE

A.D.Danilov

Institute of Applied Geophysics,

Glebovs_aya, 20-b, _oscow, I0725_, USSR

Abstract

Solar activity influences the ionospheric D - region, fhat
influence manifests _oth in the form of various solar induced

disturbances and in the form of the D - region dependence on

solar activity parameters (b-V-flux, interplanetary magnetic
field, solar wind ets) in quiet conditions. Relation between
solar activity and meteorological control of the D region beha-
viour is considered in detail and examples of strong variations

of aeronomical parameters due to solar or meteorological events

are given.

£he question of solar activity (SA) influence on the iono-
spheric D-region is not as simple as it might look at the first
approach. The matter is, that D-region as well as the whole
ionosphere occurs as a result of the ionization process in the
terrestrial neutral atmosphere which in its turn is completely

controlled by the sun. Thus, considering solar activity influ-
ence on the D-region one has to distinguish direct effects,
when this influence comes tb.rough variations of ionizing agents

(electromagnetic, or corpuscular), and indirect ones, when solar
activity alters the state of neutral medium, which leads to
corresponding changes in the state of the ionized component.

The direct effects are more obvious and easy to understand.

They come from the fact that the electron concentration _g7
which we consider as the most important characteristic of the

D-region is defined (in quazi-equilibrium conditions) by

q = /%7. _ eff (Z)

q oeing the ionization rate and_ef f - effective recombination

coefficient. All _he direct effects of SA on the D-region are

contained in q even though _eff may vary and be dependent on

SA through indirect effects.

2bus, it is worth briefly considering the ionization sour-
ces in the D-region and discussing _heir variations with SA.
It is well Known that most part of the D-region ionization is

due to solar Layman-_ emission interacting with nitric oxide mo-
lecules. Layman is considered as a stable enough emission. Its
variations during the whole solar cycle lie between 5 IO II and

6.I0 II photons cm -2 s -I (SIMON, i982). According to review

(sUSI_0V, I987) various authors accept for L4 - variations from
minimum to maximum SA values of 30-I0_%. _hese variations are
much smaller, than _certainities (and _robably - variations)of

_O-concentraCions at the D-region heights. _hus, one should not
expect well pronounced variations of the D-region behaviour
with SA due to Ly-a variations. _ne other sources of _he D-region
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ionization are X-raFs (_3.0 rim), galactic cosmic rays and
solar emission with _ = I02.7-III.8 nm (the lat_er ionizing
only excited 02 (4A_) molecules). Variations of I02.7-Iii.8
nm emission do not essentially exceed _hat of Ly-g (see 2able
I) so we hardly have here a source of s_rong D-region varia-
tions during SA-sycle. Variations of the galactic cosmic rajs

with solar activity are well Known. Ionization rate q due te
cosmic rays in the D-region during solar minimum is nearly
twice 5hat during solar maximum.

fable I
_mplitude of maximum to minimum SA (i,_/m) variations of

various ionization sources

Source Ly-o( I02.7-Iii. 8nm X-rays Cosmic rays

_/m i. _-2 2-2.5 5-I0 O.

Refo (NUSINOV,1987) (H/n_i'ER_G_R, (BANIiS and (BRASSEUR

I98I) KOCKARTS, and SOLO-
I974 ) MON, I984 )

_he most changeable ionizing agent in the D-region is
X-rays. _ariations of its intensit_ during solar cycle depends

on wavelength and generally are strong enough. _he values of

X-ray flux for _ = _.I - 3.I nm and levels of SA (ver_ quiet,
quiet, moderate, hi_h) acco_ging _o BANK_ andIKO_KARTS (I97_)
are 7-_ IO_, 1.5 IOY, 3.0 IOW and 4.5 I0t cm- s-

Fig. i shows q - values in the m-region aue _o various

ionization sources and their possible variations from minumum
SA(m) to maximum SA(M). It is seen that even during high SA
the imput of X-rays in the ionization rate q is small in the

most par_ of the D-region. That means _hat we should hardly
expect regular changes of _he D-region ionization rate during
$A cycle s_ronger than variati@ns of Ly-g intensity.

Looking at formula (I) we see that the latter me_s that
we should expec_ _ variations with the amplitude of I.I5-I.4

if there is a quadratic recombination law (_ _ is constant

at fixed height) an_ of 1.3-2 if there is a l%_ar law (_eff
vary nearly as _7-±).

In fact _hat is what we see in due experimental data -
regular variations of the D-region electron concentration in
the solar cycle are raOher weak and much less, than that due

to various disturbances. _o illustrate _hat, we use the figure
saowing _e_ variation with solar zenith angle J( for summer

conditions (DANILOV etal., 1982) and mark at each point the

value of FIO.7 - flux for the day of _he experiment (see Fig.=).

As one can see from _hat Figure there seems _o be no pronounced

dependence on FI0.7 - all the experimental points lie on the

same curve representing /_ - dependence on._ .

_uite different picture we have for various events, mani-
festing oA. There we have very s_rong variations of ionization
rate q with consequen_ changes of all _he D-region parameters.

Table 2 shows variations of q due to x-rays ionization during
solar flares of various intensity (prominent, s_rong, moderate)

according to _IYRA (1974).
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Table 2.

Ionization rates in the D-region due to solar flares
according to _ilI'RA (I974)

h, km q cm-_ s-±
Prominent S_rong Moderate

6o z.lo I z.5 I._ Io-I

G5 b.IO I 4 4. IO- I

7o z.5 TOz I.Z IO I I

75 5 102 4 IOI 5.5

80 Z.5 IO3 IO2 IOI

85 3 103 2.5 IO 2 2.5 IOI

Fig._ presents variations of q-values during SPE events (S_JIDER,
I979). Comparing both sets of q with Fig. I one can see, that
the ionization rates due to X-rays and energetic particles in
disturbed conditions are several magnitude higher than in quiet
conditions. It is worth emphasizing that during very strong SPE
or _[EP (relative electron precipitation) events strong ioniza-

tion may take place even a_ altitudes much lower than normal
D-region down to _0-_0 km (see BRASSEUR and SOLOMON, I98_). An
example of that also give curves 5-7 in Fig.3.

Strong variations of q in the D-region should inevitably
lead to essential changes not only of _e3 but of the whole re-

combination cycle as well, including _eff' rake of clustered

ions formation B, ion composition parameter f_, negative ions

parameter _ and so on. For S?E events we have data on the
effective recombination coefficient which show that there in
fact is a variation (decrease of m(_) during _he events. Fig._

(DANILOV and SIMONOV, i981) show v_1_es oft(el f for summer

(197_) and winter (I969) SPE-events. _$ is well seen that c___

im disturbed conditions (feY_ IO _ cm-_) is much lower =_
(esyecially for winter sP_I than for quiet conditions ([e_ I0 _

cm-_ '")._heory 9 f the ionization cycle in the upper D-region

(DANILOV, I986) gives a clear explanation to that fact - tae

decrease ore(el f is due to decyease of the ion composition

parameter f+ (f+ = _clus_0 +, 0._. That effect has been measu-
red for I969 SPE - eventt(NARCIST, I972).

Table 3

Values of the ion composition parameter f+ for quiet winter
cenditlons and for November, I909 SPE

Day N ight
80 km 85 _m 80 _m 85 km

_,inter
(average) 2.0 5" 10 -I 2" IO I ) IO -I

SPE- 1909 9" I0-3 1.9 .IO -_ I.b. IO -2 5.9' I0 -_

The f÷- parameter_ts own turn decreases because of the

reducing of the effectiveness of clus_erea ion formation B. In
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the SPEconditions _he primary ions produced 0y the process of
ionization became02 instead of _0* in quite conditions and
that leads to substatution of B (No+) by B(0_), the latter at
fixed height being lower, _han the former.

in the lower part of the D-re_ion where there is a satura-
tion of clustered ions (f+_> 10) an_ variations of f+ - parameter
does not influence _eff, t_e latter during disturbances of SPE-
type still changes, but due to decrease of the negative ion
parameter _ , because

_eff = (_ + _ ) (_+_i) (L)

where _ and c_ - averaged consuants of dissotiative recom-
bination and mutual recombination process correspondingly.

±_rincipally the samepicture should cake place during
sudaen ionospheric disturbances SID, following solar flares.
During SID we observe strong enchancement of _e_ and reducing
of _ef f (mITRA I974) but there is no ion composition measure-
ments to check the effects of f* decrease.

_eaker, but nevertheless much pronotu_ced changes of the
D-region parameters do take place during other events, produ-
ced by t_e energetic particle fluxes (Auroral Absorption AA,
REP). In all those cases we have increase in the electron
concentration due to enhanced q-values and decreased_eff.

One more commentshould be made concerning Fig.4.There is
a well pronounced difference oe_ween_eff - values for summer
and wi_ter SPE. This difference reflects _he fact that _here is
a ssrong seasonal variation of _( ff (see D_ILOV and SIMONOV,
198I) due to seasonal variations of the ion composition, produced
0y meteorological processes (D_WILOV,198o). fhat means that
effec_ of solar event (for example _PE) is modulated by the meteo-
rological influence. In our particular case that means _hat the
sameSPA-proton fluxes (_he sameq) produce much stronger
disturbances of the electron concentration in winter _an in
su/_mer.

Summarising _he above said one may s_a_e 5ha5 there are
two types of influence on the ionospheric D-region - direct
solar and meseorological. If we compare the magne_udeof _he
effects due to 6A and meteorological control we wll find (see
Zable 4) that regular variasions of _he meteorological origin
are much stronger than that due to SA. For spontaneous dis_ur-
0ances the picture is quite opposite -the amplitudes of varia-
tions for the principal parameters are higher for SA-produced
events.

Above we have already mentioned the effect of _ef f
decrease during SgE-events. 2hat decrease strongly depends
on _he season, and that is a good example of the meteorolo-
gical control filtering the effecbs of SA. In fac_ it happens
rather often, because the reaction of _he D-region to the ex-
ternal disturbance (in the form of X-rays or cor_uscules)
aepends upon the in_ernal state of the D-region kion composi-

_ion,_ - ratio, effective recombination coefficient), deuer-
mined mainly bF _ne neutral atmosphere and so controlled by
the meueorological processes.



187

Table 4

Amplitudes of SA and meteorological effects
in the upper D-region

f+
[ei _eff

Regular

SA _ 50% _ 5o% • 50%
Seasonal 2 2-3 5-I 0

Spontaneous
SPE _ 102 _ 10 102-103

WA _ I0 z 3-4 _ 30

A gOOd example of bhat state'

ment provides Fig.5 (D_ILOV e5 al., I98_), demonstrating
seasonal variation of the sudden phase anomaly (SPA) effects

in VLF. Fig._ shows taa5 the reaction of the D-region on solar
flares is different for summer and wiu_er, which manifests the

meteorological control of the pure effect of SA.
2here is the other side of the medal. Having some ways to

influence the middle atmosphere dynamics and/or C_ermodynamics

by SA without direct effect on the D-region we have indirect
SA influence on the la%ter through tme alteration of the meteo-

rological situation. 2he most obvious example is variation of
solar UV-emission in I20-200 nm interval. 2his emission is not

able to change q-values in bhe D-region, but influences the

O_ dissotiation and so 6_ _he formation of _e ozone should

alter dynamical picture in _e whole middle atmosphere. 2he
latter, as we undersSand now, is s_rictly connected with many

aspects of s_ruc_ure and photochemistry (including conditions
for propagabion of internal gravity ways) and so will influence
_he D-region _hrough minor constituents, temperature dependence
of reaction rates, _urbulence ets. 2hat is what we call indirect
influence of SA on the lower ionosphere.

2hat kind of influence is proOably the one which provides

observed connection of the D-resion behaviour with such mani-
fesbations of SA as solar wind (see LAS YOVICKA I988) and geo-

magnetic activity. If we put aside events with strong enough
electron precepitation we will find _hat _here is no correla-
tion wi_n geomagnetic activity and no or ra_her weak correla-
tion with solar activity (LASTOVICKA and SKOBODA, 1987). 2he
latter means that ( since we cannot imagine negative influen-
ce of SA on _he D-region) _he direct positive effect of SA is

compensated by _he indirec_ one through SA infl_ence on _he

middle atmosphere as a whole.
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ELECTRON OENSITY PROFILES IN THE BACKGROUND
OF LF ABSORPTION DURING FORBUSH-DECREASE AND PSE

G. S_tori

Geodetic and Geopl_ysical Research Institute of the
Hungarian Academy of Sciences, H-9401 Sopron, POB.5, Hungary

ABSIRACT
Based on the simulation of different Forbush-decrease and

particle precipitation effects in the D-region electron density

profiles in the mid-latitudes the ionospheric absorption of low-
-frequency /iF/ radio waves has been determined. The absorption

variations at different frequencies are strongly affected by the
shape of the electron density profile. A structure appears which
sometimes resembles the letter S /in a sloping form/. Both the
height /around 70-72 km/ and the depth of the local minimum in the
electron density contribute to the computed absorption changes of
various degree at different frequencies. In this way several ob-
served special absorption events carl be interpreted.

INTRODUCTION

The lowest part of the D-region is formed by galactic cosmic
ray ionization. After geoactive solar flares the Forbush-decrease

of galactic cosmic rays can cause an ionization deficit in the

bottom part of the D-region and the magnetic storm followed by
particle precipitation can almost simultaneously result in an

extra-ionization in the upper part of the O-region. The electron
density during these ionization disturbances determinesthe LF ab-
sorption. It is the purpose of the present paper to give a quali-
tative estimation of the change of LF absorption due to a combined

effect of Forbush-decrease and geomagnetic post-storm event /PSE/
by simulating them in a mid-latitude electron density profile.

Results are compared with absorption measurements.

CALCULATIONS

Be a(h)=qHpp(h)/qR the ratio of an ionization profile dis-
turbed by magne_bspheriU high energy particles /HEP/ during a post-
-storm event /PSE/ to the reference ionization profile belonging
to the reference-electron density profile, No, determined for mid-
-latitudes. It is assumed that the lower par_ of the D-region
electron density profile stems from the ionization effect of ga-

lactic cosmic rays, namely qR=qn R and a(h)=O. In this case a
Forbush-decrease causes a chang_ of the electron density, _ NF,
due to a change of the ionization, /x, qF. Using the continuity equa-
tion under equilibrium condition and neglecting transport process-
es one gets:

Z_ N F =N R (l+_qF /qCR

In the cosmic ray layer the relative variation of the ionization,

_qF/qCR can be computed from the changes of the energy spectrum
of cosmic rays _ELINOV, 1971].

For the geomagnetic latitude of KOhlungsborn /_=54.4°/ the
high energy particles ge_lerally intrude into the B-region till a
depth 75-80 km. LAUTER et al. [1977] estimated the ratio a(h) in

the upper D-region. By computing electron density variations,_NF,
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in tile lower D-region due to Forbush-decreases and using different
ratios, a(h), in the upper D-region, electron density profiles
disturbed by a Furbusll-dcccease and high energy particles /HEP/
have been simulated.

Sometimes high energy particles can intrude into the lowest
O-region as shown by electron density measurements using the
partial reflection teclmique simultaneously with satellite ob-

servations [MONIBRIAND, BELROSE, 1976] In this case a(h) =

s_[l_={q'rP/qCp corresponds to the ratio of the two particle ionizationces Yn the lower D-re[lion apart from the X-ray bremsstrahlung

iol_ization. The electro, density changes AN F, due to a Forbush-
-decrease are then:

AN F = N R (1,a) 1/2 (1, 1_ a Z3q CR ) 1/2-1

The left side of Fig.1 shows the simulated electron density

profiles. Profile N. is perturbed by a Forbush-decrease in the
lower O-region and _y HEP in the upper D-region. Profile N2 shows
an electron density profile disturbed both by a Forbush-decrease
alld IIEP in the lower O-region. A local minilllUln appears around tire

height of 70-72 km in the electron densJ ty profile. Profile N3 is
ol_ly ilmdified by IIEP in tire whole U-region. lhe right side of

Fig.l shows the ratios of disturbed and reference electron density
profiles.

Using these electron density pro[lies, the absorption of
rn_li,l wnv_._r; al; 211'9 kllz ;ri1_l128 kll/ llav_! l_r_,_n_f:alculal, r:_lby frill

wave t_olution simulatilrg tlle A3 /oblique iflcidence/ method

[5/ITORI, BREMER, 1987] . Absorption values calculated in this way
can be directly compared to the experimental absorption data mea-
sured in K(Jhlungsborn.

Table 1 shows the absorptiofl differences with respect to the

absorption of the reference profile al,d it is completed by the at-
tenuation values of VLF electrr_ma,qnetic waves at 27 kHz computed
on the basis of the wave-guide mode theory for a wave-guide height

of 70 km[S ,ORI, 1978].
Table 1

Absorption
in dB Ltt£ (HR) ALIIL (N1) L_L"I (N2) ALIIL (Ns)

245 kHz 67.9 0.8 6.8 14.6

[Z_I I<llz 67. | -'_. I (). [ 1[).9

Attenuation o_ (NR) Z_ o_ (N1) /%o_ (N2) /___o_ (N3)in dB/lO00 km

27 kHz 3.3 -0.9 l.O I.I

These computed absorption profiles enable us to inter-

prete unusual absorption events when there is no absorption after-

-effect at 245 kHz in spite of HEP condition, even more when there

is an absorption decrease at 128 kHz, both due to the Forbush-

-decrease effect /Profile N,/.

Actually the absorptio_ profile computed on the basis
of Profile N elucidates the event of July, 1982 with a large

magnetic storm and an exceptionally deep Forbush-decrease. Namely
at 245 kHz and 27 kHz the PSE is evident, while at 128 kHz prac-



194

tically there is no change in the absorption [Fig.2]. In this case
both a Forbush-decrease and a HEP condition have been assumed in

Profile N in the bottom part of D-region. The HEP condition that
is the in_reased electron density was effective on the absorption

and the attenuation computed at 245 kHz and 27 kHz, respectively,
while tile absorption without change calculated at ]28 kHz was
equally responsive to the IIEP condition and to the decrease of the

electron density due to the Forbush-decrease with a local minimum
just below the reflection level of ]28 kHz signals.

CONCLUSION

The ionospheric effect of a Forbush-decrease can cause a de-

crease of electron density with a maximum intensity about at
height of 70-72 km. Occasionally it is able to modify the geomag-
netic absorption after-effect of LF waves resulting in an unusual

absorption fine structure differing from the PSE phases, mainly at
day-time and sunset/sunrise/ conditions.
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files.
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Abstract: As shown by ground-based absorption measurements, the lower ionospheric plasma is
markedly controlled by the structure of the IMF. Whereas in high auroral and subauroral latitudes
this effect is very pronounced, in midlatitudes its influence is less important. A comparison of
these results with satellite data of the IMF and the solar wind speed confirms the important role of
these components, not only during special events but also for the normal state of the ionospheric
D-region plasma.

1. Introduction

As known from DUNGEY (1961) the vertical component B z of the IMF in the solar-
magnetospheric coordinate system markedly controls the energy transfer from the solar wind into
the magnetosphere. Whereas negative B z components should favor this transfer, positive B z
values should inhibit such an input.

Assuming an IMF which is emitted together with the solar wind parallel to the solar
equator, the B z component shows systematic variations due to daily and seasonal changes of the
position of the geomagnetic dipole axis of the Earth with respect to the solar rotation axis. In
Figure 1 the seasonal (a) as well as diurnal (b) variations of B z are presented for an IMF with A-
(full curves) as well as T- (dashed curves) polarity. After Figure la an IMF with A-polarity
induces positive B z values during the spring half-year and negative B z values during autumn,
whereas an IMF with T-polarity causes reverse signs of B z, respectively. Following a proposal by
LAUTER et al. (1978) IMF sectors with negative B z values are called "pro sectors" and sectors
with positive B z values "anti sectors". The diurnal B z variation (Figure Ib) having a markedly
smaller amplitude than the seasonal component has minima near 11 UT for A- and near 23 UT for
T-polarity.

In this paper the influence of the IMF on the plasma of the lower ionosphere shall be
investigated mainly during IMF sector boundary crossings (SBC). The dates of these SBC are
taken from a special list of WILCOX (1982).

2. Results

As the ionospheric plasma markedly depends on the highly variable solar EUV radiation as
well as internal atmospheric processes, it is often difficult or even impossible to separate these
phenomena from effects caused by the IMF sector structure. On the other hand, the individual
SBC data are sometimes incorrect. Therefore, here mainly the results of statistical investigations
are shown using the method of superposed-epoch analysis with the first day of the new IMF sector
as the key day (zero).

In Figure 2 the results of such an analysis are shown using noon absorption data at 3 MHz
measured at the GDR Antarctic Station "Georg Forster" (70.77°S; 11.83°E) during June 1976 and
November 1978. Whereas in the upper part (Figure 2a) all SBC are used independently of the
direction of the IMF, in the other parts the total number of SBC are divided into transitions with

respect to IMF polarity (T ---) A transitions: Figure 2b; A _ T transitions: Figure 2c) and

transitions with respect to the B z component of the IMF (anti ---) pro, pro --) anti sector transitions:
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Figure l. Mean seasonal (a) and diurnal (b) variation of the Bz component of the IMF in the solar-
magnetospheric coordinate system for A- (full curves) and %-polarities (dashed curves) with an
IMF amplitude B = 5 nT.
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Figure 2d). In Figure 2a-c only small variations of ionospheric absorption are to be seen, only the
minimum near day -1 seems to be typical. The slightly enhanced absorption at A polarity (Figure
2b and c) also observed by MANSUROV et al. (1976) seems to be connected with enhanced
particle precipitation during noontime because due to the diurnal Bz variation (see Figure lb) near
noon IMF sectors with A-polarity induce lower B z values than T-sectors. More pronounced
variations of ionospheric absorption are observed, however, if IMF sectors are distinguished by
their B z component. In pro sectors the absorption is higher by about 10 - 12 dB than in anti
sectors. The transition between both sectors is very steep with absorption changes of about 4 - 5
dB from day -1 to day 0. As can be seen from Figure 2d, but also from similar investigations with
other ionospheric absorption data as well as different geomagnetic indices (BREMER and

LAUTER, 1984; BREMER, 1986), the transition from anti ---¢ pro sectors is more pronounced

than the transition from pro -_ anti sectors. As the Bz component of the IMF plays an essential

role in the ionospheric plasma, in the following only pro -+ anti and anti -_ pro SBC will be used.

To investigate the IMF influence on the plasma of the lower ionosphere in dependence on
latitude we used the results of the Finnish riometer chain. In the left part of Figure 3 daily mean
values of the hourly maximum CNA data at 27.6 MHz are show ,, ft_r the period between February
17 and March 2, 1981. After WILCOX (1982) a sector boundary crossing from A to T sector
occurs between February 23 and 24, marked by the dashed line. Whereas before the SBC which
is an anti sector the absorption is very small at all stations; during pro sector conditions after
February 24 the absorption is markedly enhanced. The excessive absorption is highest in high
geomagnetic latitudes (shown in brackets in Figure 3) and is smaller in lower latitudes but
nevertheless remarkable also in 57.6°N geom. latitude. The geomagnetic Ap index shown at the
top of the right part of Figure 3 is also enhanced after the sector boundary crossing. Beside these
ground-based data also interplanetary data are shown (KING, 1986) like solar wind speed and the

IMF Bz component as well as the energy coupling function e introduced by PERREAULT and
AKASOFU (1978). Whereas the solar wind speed is characterized by a minimum before the
sector boundary crossing the B z component changes its sign from plus to minus. To demonstrate

this change more clearly, on February 24 half-day mean values have been calculated for B z and e
instead of daily mean values estimated otherwise. In conclusion we can state that during pro sector
conditions the energy input from solar wind into the magnetosphere markedly increases, followed
by precipitation of high energetic particles into the middle atmosphere and enhanced CNA.

At the top of the left-hand part of Figure 3 also the IMF data derived from ground-based
measurements (Solar Geophysical Data, 1981) are shown which in this case do not agree with the
SBC data from WILCOX (1982) who took into consideration also satellite data. Such
uncertainties in SBC data estimated from ground-based measurements are not so critical if
statistical investigations like superposed-epoch analyses are made only, since about 85% of these
SBC data should be correct (SVALGAARD, 1976).

In Figure 4 the results of superposed-epoch analyses are shown using again daily mean
values calculated from hourly maximum CNA data at 27.6 MHz measured at 7 stations of the

Finnish riometer chain. The SBC are characterized by dashed lines. For pro --_ anti sector

transitions as well as anti -_ pro transitions we always observe higher absorption during pro sector
conditions rather than during anti sectors. The differences between both conditions become
smaller with decreasing latitude but can also be detected at Nurmij_irvi in 57.6 ° geom. latitude.

Generally the increases of absorption with anti --_ pro transitions are steeper than for pro -_ anti
transitions, mainly to be seen ahove 60 ° geom. latitude, a fact already mentioned above.

In order to compare the superposed-epoch analyses of Figures 2 and 4 with interplanetary
data in Figure 5, the results of similar analyses are shown using daily mean values of the solar

wind speed, the B z component and the e function during the period from 1975 to 1979 where a lot
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of such satellite data is available (KING, 1979, 1986). The mean variation of the solar wind speed

is very similar for pro --) anti and anti --->pro sector transitions with a pronounced minimum at day
-1 just before the SBC. As to be expected, the B z component is negative during pro sectors, but

positive during anti sectors. The energy coupling function e is higher during pro sectors than

during anti sectors. Whereas e shows a steep increase during the anti ---) pro sector transition, the

decrease of E during pro ---) anti transitions is not so steep and even shows a small secondary
maximum just after the SBC on day 0.

3. Discussion and Conclusions

As demonstrated by Figure 5, the energy transfer from solar wind into the magnetosphere
connected with a precipitation of high energetic particles into the middle atmosphere mainly
depends on the B z component of the IMF. Thus during times with negative Bz values enhanced
fluxes of precipitating particles induce a higher ionization level in the ionospheric D region and
therefore higher absorption of radio waves as observed in Figures 2 - 4. Therefore, the proposed
classification of IMF sector in pro and anti sectors after their B z component seems to be well
justified.

Whereas the main differences between pro and anti sectors are caused by the B z component
also the solar wind speed v modulates the particle precipitation and, therefore, the ionospheric

absorption since e is proportional to v. Thus the relatively flat variation of absorption during pro

---) anti sector transitions (Figures 2 and 4), connected with the secondary maximum of the solar

coupling function e (Figure 5), is caused by the steep increase of the solar wind speed at the front
of the anti sector. In geomagnetic indices even a secondary maximum can be observed during the

transition from pro _ anti sector (BREMER, 1986). Also the absorption minimum on day -1 just
before the SBC in Figure 2a where all SBC were used irrespective of their polarization, is caused
by the minimum of solar wind speed (see Figure 5) as in this case the influence of the Bz
component is covered by the averaging process.

As the precipitation of high energetic particles becomes smaller with decreasing geom.
latitude also the effect of IMF sector structure becomes less important in midlatitudes (Figures 3
and 4). This fact could be confirmed by investigations using LF absorption data at Central Europe
not shown here. Only when using a large amount of data, small effects similar to those discussed
here could be detected. At geom. latitudes above about 60 °, however, the IMF influence may be
essential if the concept of pro and anti sectors is used.
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SOLAR COSMIC RAY EFFECTS IN THE LOWER IONOSPHERE

A.V. Shirochkov

Arctic and Antarctic Research Institute, Leningrad, USSR

INTRODUCTION

The polar cap absorption (PCA) events are the most remarkable

geophysical phenomena in the high-latitude ionosphere. Their ef-

fects are extended on the whole polar region in the both hemisphe-

res. The PCA events are caused by the intense fluxes of the solar

cosmic rays (SCR) which are generated by the solar proton flares.

Entering into the Earth's magnetosphere and ionosphere the SCR

fluxes create excessive anomal ionization at the ionospheric

heights of 50-100 km which exceeds usual undisturbed level of

ionization in several orders of magnitude. The PCA events can be

considered as catastrophe in relation to the polar ionosphere

because all radiosvstems using ionospheric radiochannel ceased to

operate during these events. On the other hand the abnormally high

level of ionization in the ionospheric D-region during the PCA

events create excellent opportunities to conduct fruitful aerono-

mical research for the lower ionosphere. Obvious scientific and

practical importance of the PCA events leads to publishing of

special PCA catalogues. The Soviet scientist have prepared several

of such catalogues (LOGACHEV et al., 1983). The ionospheric ef-

fects caused by the SCR fluxes were profoundly described in the

classical paper (BAILEY, 1964). Nevertheless several aspects of

this problem are not studied properly. This paper is an attempt to

clarify these questions.

ELECTRON DENSITY PROFILE VARIATIONS DURING THE PCA EVENTS

The D-region ionization level during the PCA events is due to

two main factors: SCR flux intensity and Solar luminosity level.

Excellent example of this situation is the PCA event of April,

1969, which is shown at Figure 1. Curves I and 2 indicate the

variations of 30 MHz riometer absorption correspondentlv at Vostok

Station (Antarctica, invariant latitude _' = 83.3"S) and at the

icedrifting station North-Pole-16 (_' = 81°N); curve 3 - the solar

protons with E _ 10 MeV intensity variation recorded at the "Ex-

plorer-lO" satellite. The small vertical arrows at the time axis

indicate the local noon at Vostok Station. The "North Pole-16"

Station was fully illuminated by the Sun during the whole event.

One can see day-to-night absorption variations at Vostok Station

while the absorption variation at "North Pole-16" Station even in

small details repeat the SCR flux variations.

It is interesting to summarize reliable data on the electron

density profiles during the PCA events for daytime and nighttime

conditions separately. Such data for the daytime PCA events are

shown on Figure 2. The rocket measurements data are shown by the

solid curves and the ground-based measurements data- by the dotted

lines. The numbers on the curves indicate correspondent absorption

values. The curves for great values of absorption correspond to

greater values of electron density and are located at

comparatively low heights (sometimes as low as 43 km). Identical
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situation is observed during the nighttime PCAevents (see Figure
3). Naturally, the value of absorption (and correspondent
N values) during nighttime is lower in comparison with the same
d_vtime values. The maximumof electron density is located at
80-85 km. The data of Figures 2 and 3 give additional evidence of
average solar proton energy which caused the PCAevents. For the
daytime events such energy is E _ 10 MeV, while for the nighttimeoevents it is E _ 5 MeV.oThere is no detailed study of the F-region electron density
behaviour during the PCAevents. General opinion is that F-region
of ionosphere does not change under influence of SCRfluxes. There
are experimental evidence of it (HANSUCKER,1973). The numerical
model calculations of the ionization rate during the PCA events
confirm such conclusion (BAILEY, 1964). Strictly speaking, there
is possibility to have considerable value of ionization rate from
SCRwith Eo _ 8{)0 MeVat the heights of 200 km. In this case one
must take into account various processes of nuclear interactions
of solar protons with atmosphere (such as evaporation, cascade
chains etc.). On the other hand, solar protons of such energies do
not create any ionization in the D-region.

EFFECTOF MIDDAYRECOVERYOFABSORPTION

The riometer data from auroral station reveal the effect of
a notable decrease of absorption during somePCAevents in hours
around geomagnetic noon. This phenomenonwas called midday absor-
ption recovery effect. Remarkable peculiarity of this effect is
that none of existing aeronomical models of PCA-disturbed D-region
could reproduce it. Therefore there are strong reasons to believe
that this effect is due to the magnetospheric processes. One of it
could be anisotropic pitch-angle distribution fo SCRduring the
solar protons movementtoward dayside in the quasi-trapped region.
Numeroussatellite measurementsshow that in these situations the
solar proton trajectories are located deeply inside in the closed
field lines region and a boundary of the SCRpenetration moves
toward the high-latitude at prenoon MLT hours (BURROWS,197_).
This effects is due to different degree of the ring current
asymmetry during the PCAevents (WILLIAMSand HEURING,1973). A
natural explanation of the effect could be phenomenon of
magnetosphere asymmetry and caused by it diurnal variation of the

geomagnetic cut-off threshold with its increasing at daytime. This

explanation contradicts with obvious fact that the midday recovery

effect is observed not in every PCA event at auroral latitudes. It

was found that this effect preferably occurs during PCA events

produced by solar flares on the eastern Sun hemisphere (ULYEV,

1988). Besides that, the periods of the midday recovery appearance

the satellite data demonstrate notable softening of the SCR

energetic spectra. Occurrence of this effect diminishes sharply at

invariant latitudes greater than 70 ° as well as at latitudes less

than 62". The same thing is evident with increasing geomagnetic

activity level. This situation is shown on Figure 4, taken from

(ULYEV, 1988). So presence/absence of the midday recovery effect

gives information about heliolongitude of a flare which produced

PCA event as well as about type of the SCR energetic spectra.
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CONJUGACY EF_ ECTS

The early conjugate observations (SAUER, 19&8) during PCA

events revealed quite dlfferent response of the polar ionosphere

in opposlte hemispheres to the solar protons fluxes. A number of

factors can be responsible for such situation. Amongst them are:

different solar illumination regime at the observation points; a

different heliolongitude of a solar flare which caused PCA event

(HAURWITZ et al., 1965); character of the interplanetary magnetic

field (IMF) orientation during the PCA events (REID and SAUER,

1967). Up to now there is no full understandzng of a role of each

of these factors in the lower polar ionosphere behaviour during

the PCA events. Recently one more pair of the high-latitude

conjugate stations began to operate: Mirnv (Antarctica) and

Spitzbergen (Arctica). Their invariant latitude is 75 ° .

Figure 5 shows riometer absorption variations at Mirnv

(dotted line) and Spitzbergen (solid line) during the June 6-9,

1979 PCA event together with the concurrent IMF parameters. The

North Hemisphere lower ionosphere was fully sunlit at this time

while it was in complete darkness in the South. One could expect

that under the same solar proton fluxes illumination riometer

absorption at Spitzbergen would significantly exceed absorption at

Mirnv. In fact, absorption magnitude at Mirnv was even greater

sometimes than at Spitzbergen. The solar flare which caused this

PCA event occurred on 5 June 1979 on the eastern solar hemisphere

(LOGACHEV et al., 1983), i.e. long before the PCA event started to

be developed. Therefore, one could not expect any kind of the SCR

fluxes anisotropv at this time. We think that the observed

North-South asvmmet:-v in the SCR intensity during the 6-9 June

1979 PCA event can be successfully explained in the framework of

the magnetotail model proposed by SIBECK et al. (1985). One can

see almost exact coincidence of the absorption increase at Spitz-

bergen with a sharp +8 rise. This absorption increase took place

at the morning hours (In MLT) what is in a good agreement with the

GOSLING et al. (1985) model of a plasma distribution in a distant

tail. Low-energy solar protons with Larmor radius equal to 1.5 - 2

R E responsible for riometer absorption can penetrate into the tail
lobes through described by SIBECK et al. (1985) "windows" without

any trouble.

Concurrently with a +B increase a similar rise of the -B

IMF component took place (s_e Figure 5). This situation is favou _

rable for a plasma penetration to the South Hemisphere from the

interplanetary space. Perhaps, a combination of these factors

provided conditlons for a such unusual North-South absorption

distribution which is shown on Figure 5. A conclusion can be made

that the results of riometer observations at conjugate points

during 8-9 June 1979 PCA event give a strong confirmation of a

distant magnetotail model proposed by SIBECK et al. (1985). These

riometer observations also support idea of a strong IMF control of

a distant magnetotail structure. The solar protons whose Larmor

radius is more than 5 R_ (Eo2 30 MeV) perhaps are not influenced
by the IMF orientation _uring their entering into magnetosphere.

Actually these protons give a small contribution to riometer

absorption.
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RADIOCOMMUNICATION EFFECTS

It is well known that the PCA absorption magnitude stronly

depends on frequency. This dependence can be described by

equation:

A1/A2 = (f2/fl)n

where A I - absorption values at frequency fl; A.2- absorption
values &t frequency fo ; n = 1.5-2. Usually r_ome_ers operate at

frequency 30 MHz. So, if we have absorption at 30 MHz equal to,
6--

say, 10 dB, a correspondent absorption at f = 1 MHz will be _ &O

dB; at f = 100 MHz - I d8, at f = 150 MHz - 0.4 dB. These evaluat-

ions are 9iven for the case of vertical incidence of radiowave on

the ionosphere. In the case of oblique incidence absorption value

would be increased in accordance with the secant law, i.e. it

would be greater in 5-7 times for oblique radiopath of 2000 km

lenght. The experimental data show that the greatest influence of

the PCA events one can expect at the radiopaths located entirely

in the polar latitudes. In this case the lowest usable frequencies

(LUF) considerably increase with concurrent diminishing of the

maximal usable frequencies (MUF). The final result is a signifi-

cant decrease of operating frequency range including the cases wof

complete disappearence of communication. It is clear that the PCA

events influence would be 9reater at the radiopaths operating at

LF and VLF radiowaves. Such navigation systems like Loran-C could

not operate properly under PCA conditions. Crude estimations show

that the PCA event with maximum absorption equal to 20 dB at 30

MHz could significantly diminish efficiency of all radiosystems

operating at frequencies up to 120 MHz. Recent series of the PCA

events in March 1989 of very long duration demonstrate a strong

necessity to develop a reliable model for prediction of the PCA

evenets appearance. Preliminary data on the March, 1989 PCA events

intensity are given below (Soviet r iometers in Arctica and

Antarctica data) :

PCA event 1. Start 08.03 at 0?-30 UT; Finish 14.03 at 21-00 UT;

A = 10.5 dB at 08-00 UT 13.03.89.

P_Xevent 2. Start ]?.03 at 21-30 UT; Finish 20.03 at 15-00 UT;

A = 6.65 dB at 08-05 UT 18.03.89.

P_×event 3. Start 23.03 at 20-00 UT; Finish 25.03 at 01-00 UT;

A = 2.4 dB.
max
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Figure 1. The April 1969 PCA event:

J - riometer absorption at Vostok Station

2 - riometer absorption at North-Pole-16 Station

3 - Solar proton with Eo_10 MeV flux
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Figure 5. The PCA events occurrence in 1970-79 in various latitudinal belts:

hatched parts: events with midday recovery effect.
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Several types of short- and long-term effects of solar

activity on the lower ionosphere have been discussed in the

literature. They are related to solar flares, the sector structure

of the interplanetary magnetic fie]d and some periodicities in

sunspots or solar radio flux. The most evident periodicities of

the Sun are the 11 year cycle of its activity and the differential

rotation period near 27 days (25-30 days). The response of the

lower ionosphere to the 11 year solar cycle is considered by many

authors. Here, the following questions are discussed: which

periods between 2 and 15 days and near 27 days occur in iono-

spheric absorption during the interval July 1980 - July 1985 and

are these periods related to similar periods in solar Ly-_ flux,

geomagnetic activity, or neutral wind near 95 km observed in Collm

(GDR).

We use day-time absorption data obtained by the A3 method for

the following radio-paths: Allouis-Sofia (164 kHz), Deutschland-

funk-Pansk_ Ves (1539 kHz), Pristina-Sofia (1412 kHz) and Luxem-

burg-Panska Ves (bOg0 kHz). With the use of these data the

electron density variations in the lower ionosphere can be

analyzed. The amplitude spectra of time series are obtained. As a

criterion for statistical significance, the confidence level 0.1

is selected. Within the range of periods of 2-15 days, the highest

amplitudes are exhibited by the spectral lines at: 2.4-3.2, 4-6,

10.5-12 and about 13.5-14 days. All time series have also well

expressed spectral lines between 26 and 28 days. We investigate

the development of these fluctuations in time. The data are

grouped by seasons. The observed fluctuations display a well

expressed seasonal course. Fluctuations with the shortest period

(2.4-3.2 days) have their main maximum in summer and a secondary

one in winter. The 4-&-day fluctuations are most obvious during

the equinox while the long-period 10.5-12 and about 13.5-14 day

fluctuations have their basic maxima in winter and the secondary

ones in equinox.

An attempt is made to clarify the nature of the observed

fluctuations in absorption. The height region responsible for the

radiowave absorption studied is ionized by the H-Lvman-aIpha flux

(121.6 nm - measured by the SME satellite). The statistically

signifi- cant spectral lines existing in the Ly-_ amplitude

spectrum are only those with periods between 25 and 28 days

(connected with solar rotation) and near 13.5 days. Consequently,

only the 13.5-14- and about 2?-day fluctuations in absorption

could be generated bv the variations of the Ly-_ flux. In order to

trace the connection between these fluctuations, we use a complex

demodulation. This method allows us to obtain the instantaneous

characteristics Of the fluctuation under consideration. Figure 1
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presents the time variations of the instantaneous amplitudes of
the 13.5-day fluctuations in the Ly-_ flux and in absorption for
164 kHz and 1412 kHz paths. The periods of amplification of this
fluctuation in the Lv-a flux are denoted by arrows. It is obvious
that a connection between the amplification of fluctuations in
Ly-_ on the one hand, and in absorption on the other, hardly

exists (perhaps with the exception of the period April-May 1982

when an activation of fluctuations in absorption is observed). The

13.5-day fluctuation, existing in the lower ionosphere, has its

basic maximum in winter. It seems that in the lower ionosphere the

13.5-day fluctuation is mainly due to meteorological and not to

solar activity variations.

The fluxes of high energy particles are an important

ionization source of the ionospheric D-region. Their precipitation

can play a dominant role not only during geomagnetic storms, but

several days after. We analyse the geomagnetic aa(N)-index as an

indirect characteristic of particle precipitation in middle

latitudes of the Northern Hemisphere. The statistically signifi-

cant spectral lines are those corresponding to periods of: 4-6, 8,

11.5 and 13.5-15 days. Comparing the statistically significant

periods during the seasons for the absorption and the aa(N)-index,

we notice a comparatively good coincidence only in the interval of

4-6 days. This is the only fluctuation that could partly stimulate

analogous fluctuation in the ionospheric absorption.

Variations of the prevailing wind in the lower thermosphere

play a very important role in the meteorological control of the

lower ionosphere. Therefore, we use the neutral wind measured at

Collm (GDR) by the DI method as a neutral atmosphere parameter

representing the effect of dynamics on the radiowave absorption.

For the zonal wind statistically significant spectral lines have

periods: b-?, 10.4-12 and 14-15 days and for the meridional wind

periods: 2.4, 4-6, 8.2-9, 10.8-12 and 14-15 days. We investigate

the seasonal course of these fluctuations. The long-period

(10-12-days) fluctuations have the basic maximum in winter and a

secondary one in equinox. The result is analogous to the seasonal

course of the long period fluctuations in absorption. The

comparison between the seasonal courses of the two fluctuations

shows a perfect coincidence. Consequently, we can say that these

fluctuations are related. The 4-&-day fluctuations in the neutral

wind are best expressed in the equinox. This fact is identical

with the seasonal course of the analogous fluctuations in

absorption. The comparison between the two fluctuations shows a

similarity, but not so well expressed as it was with the 10.5-12

day fluctuation. It is almost beyond doubt that the short-period

2.4-3.2-day fluctuation in absorption is closely connected with

the analogous fluctuation in the neutral wind (such a high

frequency fluctuation exists neither in the Ly-_ flux, nor in the

aa(N)-index). The seasonal course of this fluctuation observed in

wind coincides with those in absorption, i.e. the main maximum in

summer, a secondary one in winter.

The last investigated is the fluctuation with a period of

about 27 days. Figure 2 shows the time variations of the

instantaneous amplitudes of 2?-day fluctuations in the Ly-_ flux

and in absorption with the use of the complex demodulation method.

The following results are obvious:

1) When the Ly-_ flux has very well expressed 2?-day fluctuations
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(as in July-August 1982), there is of course an ionospheric
response_ but the 27-day fluctuations in absorption are not the
strongest ones.
2) There is a very well visible seasonal course of a 27-day
fluctuation in absorption with winter maxima.
3) The periods of winter amplifications of 27-day fluctuations in
absorption occur when they are almost absent in Ly-_ flux (as in

winter 198_/85). This last result is rather strange. It provoked

us to analyse another time interval. We chose 1970-1980 . For this

interval no Ly-_ data are available to us, so the solar radio flux

FIO.? was used. The result was the same: an opposite course
between the amplitudes of 27-day fluctuations in absorption and in

solar radio flux.

What could be the reason for this opposite relationship

between the amplitudes of 27-day fluctuations in absorption and in

the solar ionizing flux? It is well known that the vertical

propagation of planetary waves through critical levels in the

stratosphere can occur only if the mean winds are westerly but

less than a critical velocity (predominantly in winter season).

The stratospheric circulation depends on the temperature

distribution, which reacts to changes of ozone connected with

solar UV perturbations. Recent studies of solar UV related changes

of ozone have shown that during periods of amplifications of

2?-day fluctuations in the solar UV flux (or in FIO.?, Lv-_ flux)

ozone in the stratosphere has a measurable response. This reaction

could create critical levels in the stratosphere during winter.

These levels do not permit the vertical propagation of the

planetary waves with a period of about 27 days which are excited

in the lower atmosphere. These waves cannot penetrate to

mesospheric altitudes and cannot influence the electron density

distribution or ionospheric absorption. When 2?-day variations are

almost absent in solar fluxes, then there are no conditions for

creating critical levels in the winter stratosphere. Then the

planetary waves with a period of about 27 days excited in the

lower atmosphere can propagate vertically upwards and influence

the ionospheric absorption.

Summarizing, we may say that the probable meteorological

origin of the observed fluctuations in radiowave absorption seems

to offer a possibility of monitoring fluctuations in the upper

mesosphere and lower thermosphere in the planetary wave period

range by means of radiowave absorption measurements.
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Fig. I. The time variations of the instantaneous amplitudes of

the 13.5-day fluctuation in the Lvman-alpha flux and in the

ionospheric absorption for I&W kHz and 1WI_ kHz radio-paths.
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INTRODUCTION

PANCHEVA et al. (1989) analysed variations of radio wave

absorption in the lower ionosphere at 5 LF radio paths (A3

method - oblique incidence on the ionosphere) in Central and

Southern Europe. They found several ranges of dominant periods

between 2-15 days. However, all are of meteorological origin and
the "solar" period T _ 13.5 day (half of the solar rotation

period) has not been observed with the expected amplitude.

In order to clarify the question of "solar" periods in

absorption, we study the pattern of the solar Lyman-alpha

radiation (the principal ionizing agent of the lower ionosphere)

and of the radio wave absorption at five widely spaced places in

Europe. We use the A3 absorption at 1539 kHz (Pansk_ Ves, feq =
650-700 kHz, reflection point 50.3°N, II.8°E) and twice at 2830

kHz (El Arenosillo, feq = 1.2 MHz, reflection point 38.5"N,

5.3°W; Ebro Observatory, feq = 1.4 MHz, reflection point 40.b°N,
1.6°W), and the fmin parameter (an indirect measure of

absorption) from Moscow (55.5°N, 37.3"E) and Rostov upon Don

(47.2°N, 39.7"E). We investigate two consecutive periods,

March-June 1982 and July -October 1982. The former displays a

very suppressed 27-day variation in Lyman-alpha. The 13.5-day

variation seems to prevail (Figure 1). The latter displays a

pure solar rotation variation in Lyman-alpha (Figure 2) with the

largest amplitude observed during the whole 21st solar cycle.

RESULTS

The period March-June 1982 (Figure 1) displays rather poor

similarity in development of Lyman-alpha and both absorption and

fmin- Some gaps in data are caused by solar flares (SWF) and by

technical problems. The lower frequency cut-off of fmin (1.0 MHz

Moscow, 1.4 MHz Rostov) is given by the technical

characteristics of ionosondes. Some increases of absorption and

fmin are due to a considerable increase of the background X-ray

flux and to the occurrence of weaker X-ray bursts, which enhance

the absorption but are not strong enough to create a clear SWF.

Such increases are observed e.g. on June 12-13 (1539 kHz), June

11 (El Arenosillo) or June 15-1b (fmin)-

In order to support "visual" results from Figures 1 and 2,

the correloperiodogram analysis (KOPECKY and KUKLIN, 1971) of

the Lyman-alpha radiation, absorption (1539 kHz) and fmin
(Moscow) was performed in the period range of 2-32 days for both

periods. As to the period March-June 1982, for Lyman-alpha it
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yielded two dominant periods 2b.5-27 and 13-13.5 days at the
confidence level of 0.01 with equal amplitudes of 0.105 (in
units of Figure I), and a less important period of 21 days
(confidence level 0.05, amplitude 0.064). The period late
March-June was dominated by T = 13.5 day. The fmin parameter
displayed three periods at the 0.i confidence level, 10.5, 13
and 19 days with amplitudes 0.044, 0.044 and 0.046,
respectively. Owing to the low confidence level and to the step
of 0.1MHz in determining fmin, they all appear to be rather
insignificant. The absorption exhibits two periods, 32 days
(0.01 confidence level, 2.95 dB amplitude) and 17.5 day (0.I
confidence level, 2.2 dB amplitude). Thus both ionospheric
parameters display periods different from those observed in
Lyman-alpha. This confirms the conclusion drawn from Figure I
about a poor similarity between the time-development of Lyman-
alpha and ionospheric parameters.

Figure 2 shows that during the period of a well-developed
solar rotation variation in July-October 1982 there is a
remarkable similarity between variations of the solar Lyman-
alpha radiation, radio wave absorption (except for Ebro data in
late August - early September) and fmin- The correlation is
again perturbed by the factors discussed in relation to Figure
1, but also by the post-storm effects of three strong magnetic
storms (marked by S in Figures I and 2) with Kpmax > 8,
particularly by those in September. The effect of the very
strong proton flare of July 11 (PF in Figure 2) coincides with
the maximumof the Lyman-alpha flux.

The correloperiodogram analysis of the Lyman-alpha
radiation, absorption (1539 kHz) and fmin (Moscow) for the
period July-October 1982 yields in all three parameters the
dominant solar rotation period at the confidence level of 0.01
- 25.5 day (amplitude 0.39) in Lyman-alpha, 25.5 day (amplitude
6.4 dB) in absorption and 24.5 day (amplitude 0.15 MHz) in fmin.
The spacing between the consecutive Lyman-alpha maximain Figure
2 is 24, 27, 24 and 27 days, i.e. just 25.5 day on average. The
amplitude of solar rotation oscillations is in all three
parameters much larger than that for any periodicity in the
March-June period. Other periods - 13 days in Lyman-alpha (0.05
confidence level, 0.099 amplitude) and 19 days in both
absorption (0.05 confidence level, 2.6 dB amplitude) and fmin
(0.I confidence level, O.Ob MHzamplitude) - are much weaker
than the solar rotation oscillations.

CONCLUSION

When the solar Lyman-alpha flux variability is very well

developed (July-October 1982), then it dominates in the lower

ionospheric variability. The most pronounced Lyman-alpha

variation on time scale day-month is the solar rotation

variation (about 27 days). When the Lyman-alpha variability is

developed rather poorly, as it is typical for periods dominated

by the 13.5 day variability, then the lower ionospheric

variability appears to be dominated by variations of

meteorological origin. This fact and the considerably varying

amplitude of the 13.5 day solar oscillation are probably the

reason why T = 13.5 day was not found by PANCHEVA et al. (1989)

to be of primary importance in the lower ionospheric

variability. The above conclusions hold for all five widely

spaced places in Europe. The interesting 19-day variability will
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be studied in more detail in another paper.
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THE PROBABILITY OF SWF OCCURRENCE IN

RELATION TO SOLAR ACTIVITY

L.P.Norozova

Institute of Applied Geophysics,

Goscomh_dromet, USSR

Solar terrestrial researches have revealed substantial

meaning of nonstead_ events on the Sun, mainl_ solar flares, for

the processes taking place in ionosphere. Solar Flares result in

the numerous consequences, account and prediction of which become

necessar_ in our dags. It is well known, that ionospheric
disturbances Following solar Flares cause strong disturbances in

the ionosphere, which severel_ violate radio-s_stems

(communication, navigation, etc.). In the given paper we consider

possibilities of sudden short wave fadeouts (SWF) prediction.

It was long ago when solar physicists came to the conclusion
that solar flares are not the exclusive events of solar activitg,

but represent a n_tural phenomenon in the active regions

development ( RUST, 1976 ).

Thus, SID effects, evoked b_ the sudden increase of

X-radiation in the range of 1-8 A during the Flares, ma9 not be

considered as the single phenomena, but as a flow of casual

events. So the long-term prediction of SWF effects occurrence

probabilit9 mo_ be based on the probabilit_ characteristics

analysis of their occurrence on different phases of solar

activit9 For a particular time interval. At the same time, it is
assumed that a slow changing of statistic model parameters in the

solar activit_ cgcle takes place.

For solving the problem there were obtained and anal_zed

h_stograms of SWF occurrence frequenc9 distribution for one

particular da_ using data on their registration within the World
network of SID monitoring stations For the period of 1974-1985,

published in "SOLAR GEOPHYSICAL DATA" ( 1967-1985 ).

Observation data were processed separatelw for v_rious

phases of solar activitw. Thus, the results of 1974, 1975 and

1985 characterized solar activitw minimum, results of 1976 and

1977 - growth phase, results of 1978-198@ - solar ac:tivit_

maximum, results of 1972, 1973 and 1984 characterized Falloff

phase of solar activit9.

Figure 1 gives an example of the experimental data in the

Form of hgstograms of n events probabilit_ distribution ( n

varies from e to 10 ) on a da_ for solar activit_ maximum or

for solar activit_ minimum. H_stograms for all solar cgcle phases

are similar. The9 have maximum at n=e with a different maximum

value for various cgcle phases of solar activitg. The greatest

number of dags without SWF effects (i.e.=e) is t_pical For solor

activit9 minimum; for this period P(0)=0.81. For the period of

solar activit_ maximum this value is the least P(e)=e.37.

Average value of SWF occurrence frequenc9 on a da_ of solar
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activity minimum is n=e.45 but at solar activity maximum n=1.7.

Occurrence of SWF effects may be considered as a rare casual

event. So it was quite natural to use Poisson distribution For

theoretical description of occurrence frequency. After comparison

a great difference between theoretical and experimental

distributions was revealed. We may assume than SWF effects are

rare casual events but separate effects are not independent.

Flare activity on the Sun, leading to SWF occurrence in

ionosphere, is a complex multiparametric process, depending upon

spatial distribution of active regions on the solar disk, upon

magnetic Fields of these regions and upon many other parameters.

Thus, it is evident that a model of independent occurrence

(Poisson model) is not adequate to real conditions of SWF
occurrence.

Experimental hystograms analysis allows to suggest that

exponential distribution may be chosen as most suitable

simplified distribution for their description. Satisfactory

approximation with empiric distributions has been obtained with

the help o£ superposition of two exponents.

Approximation expression was obtained
solar cycle, and besides coefficients were

basing on the experimental hystograms.

For every phase of

chosen empirically,

Solar activity minimum:

P(n) = e.76*exp(-2.7n) + e.lWexp(-e.54n) (1)

Solar activity maximum:

P(n) = @.14*exp(-e.26n) + @.23*exp(-e. B6n) (2)

Increase phase of solar activity:

P(n) = e.67*exp(-2.6n) + e.11*exp(-e.51n) (3)

FalloFF phase of solar activity:

P(n) = e.46*exp(-2.6n) + e.17*exp(-e.4in) (4)

Thus, approximate analytical expression For SWF occurrence

Frequency distribution may be presented in general as Follows:

P(n) = Al*exp(-,_In) + A2*exp(-_2n) (5)

where coefficients A1, A2, ._1 and _2 vary with a change of

solar activity. On this base we assume that there may be link

between parameters of approximate expression (5) and solar

activity index, For example, relative sunspot number R z or
so-called Wolf number.

Fig.2 shows variation of parameters values A1, A2,._I, _2

and R z during 21-st cycle of solar activity. It should be
mentioned that approximate expression parameters are changing in

the cycle with periodicity, t_pical For R z variations.
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So it is possible to express the coefficients of analgtic_l
expression (5) as a function of sunspot number:

AI = AIO - _ Al<t)*9,

_I = _le - _Ei(t).9,

A2 = A20 + Z_ A2(t)*9, (6)

where

9 = R 2 - (R Z )min/(R Z )max -(R Z )min ( 7 )

It should be mentioned that in formulae (6) the values of AIO

, _/_ and A A1, _,_1 For fixed phase of solar activit 9
cgcle remain constant, being obtained on the base of assembl9

average For ever 9 period.

Link of approximate expression parameters with Wolf numbers

is determined b9 expressions (6). And it is known that nowadags

sunspots are the most precisel9 predictable values,

characterizing solar activit 9 ( VITINSKIY, 1963 ).

Using the prediction of R z values (Solar Geophgsical D_ta,
1976-1985) of expressions (6) we obtain parameters of approximate

_nalgtical expression (5) that allow further to calculate n SWF
effects occurrence probabilit9 on da9 for a given period

beforehand, that is to realize long-term prediction. It is

possible as well to give forecasting of expectable overage number

of SWF effects in the period of interest.

Results oF control predictions have shown that statistical

model is satisgactor 9 describing empirical distribution of SWF
effects occurrence For various phases of solar activitg, or gives

the assessment of _verage number of effects for a particular

period, For example, a 9ear in advance. The results of long-term

prediction b9 average values are statisticall9 onl9 slightl9

different gram monitoring results.

Thus, our work has shown that the possibilit9 of long-term

prediction o£ SWF effects occurrence £requenc9 is conditioned b9

slow temporal variations of statistic model parameters and b9

link o£ these parameters with sunspot number as well.
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POST-FLARE EFFECTS IN THE LOWER IONOSPHERE OF MIDDLE LATITUDES

L. K_ivsk_

Astronomical Institute, Ond_ejov 25165, Czechoslovakia

Beginning in the 1960s, we started to record cosmic radio

noise from the region around the Polar Star on 29 MHz (K_IVSKY and

TLAMICHA, 1960) at the Ond_ejov Observatory near Prague (49°54'N).

Since the aerial characteristic was not too narrow, we received

radio bursts of solar origin (of flares) at the noise level, SCNA

effects (sudden cosmic noise absorption) _ at the time of intensive

flare X-emission and in some rare cases, after large proton

flares, small absorption effects of a few hours duration (K_IVSKY,

1969). These post-flare absorption effects in cosmic noise are

evidently analogous with PCA effects (polar cap absorption) and

are connected with ionospheric absorption of radio cosmic noise,

caused by fast particles of subcosmic radiation.

The recording of long-term absorption effects after large

particle flares at European midlatitudes was reported in our

astronomical papers already at the beginning of the 19&Os. It was

then usual to record radio cosmic noise with riometers at

frequencies of about 18 MHz in the polar or subpolar regions in an

effort to record PCA effects of subcosmic radiation (HAKURA,

1968). We attempted to record the complex of emissions mentioned

as well as the effects inca new frequency range ( 30 MHz), which

did not agree with the ideas of the contemporaneous representati-

ves of the Ionospheric Department of the Geophysical Institute in

Prague.

In recent years radio cosmic noise has been recorded at the

Opice Observatory in NE Bohemia (KLIME_ and K_IVSKY, 1988).

We are presenting now a report on these long-term after flare

effects of cosmic radio noise absorption (AF-CNA) at middle

latitudes to the geophysical and ionospheric community for the

first time.

The complex of the mentioned effects is demonstrated on the

example of the observations and records of the proton flare of

September 26, 1963. Figure I shows the development of the proton

flare in Ha; the flare was of the usual flare-channel type, i.e.

in the shape of two diverting ribbons connected with a rising

flare-loop system at altitude. Figure 2a depicts the measurement

of the width of the H_ line of this flare, and Figure 2b shows the

record of atmospherics on 27 kHz with the X-emission effect

which produced an anomalous ionospheric D-region (SEA - sudden

enhancement of atmospherics); Figure 2c is a copy of the cosmic

noise record on 29 MHz, and Figures 2d-f records of the radio

flare bursts made with a radiometer on three individual frequen-

cies; all the records are from the Ond_ejov Observatory.

The flare started a few minutes after 07 O0 UT and ended 09

10 UT. The CN records (c) clearly show that after the beginning of

the flare, a fluctuating radio emission of the flare was recived,

the decreasing values indicating a SCNA effect (7.2 dB). At about

09 10 UT the originaIy undisturbed level was recovered and later,

after 09 40 UT, a gradual long-term small absorption effect is
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displayed. The duration of this after flare effect was a F_.J

hours.

The arrival of particles of sub-cosmic radiation was

indicated by a PCA effect recorded by riometers (HAKURA, 196_,

beginning at 11 15 UT on the same day. The commencement of the CNA

after end of the flare, at about 09 40 UT (before the beginning of

the PCA in the polar region_, is probably connected with the

arrival of faster particles in the ionosphere of middle latitudes.

The geomagnetic storm with SSC began at 19 42 UT on September 27,
1963 (arrival of a particle cloud with a shock wave). The

cosmic-ray Forbush decrease observed near the South Pole by

Czechoslovak measurements began at 20 O0 UT on September 27, 1963
(FISCHER and K_IVSK_, 1965).
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Fig. 1 Drawings of selected stages of evolution of the proton

flare of Sep 28_ 1983. The drawings were derived from the H_

photographs of various exposures. The empty field is a spot,

the flare field is represented by a black surface. Some of the

pictures showed flare absorption filaments; these are marked by

arrows and shadowing. The lower flare ribbons in the chromo-

sphere are marked A, B_ the ascending tops of loops with C.
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TI_E NA'i_JRAL VI_ _ ELISSION AS DiAGi_OSTICS A_D h_STiI,_ATION _IE_'d,_S
OF THE :_LOxi_o C_ ,&Oil{ X-RAY tJJt{STS

_-urzaeva _.i_.

Institute of Cosmophysical kesearch and AeronomF,
Lenin Ave., 31, 677891 Yakutsk, USSR

Abstract. The possi0ility to detect the c_omospheric flares
based on the natural VLF emission intensity data on _he _arth's

surface is considered. Diagnostics of the change of so±at A-ray

burst _'lux at 0.5-4 _° and its estimation are discussed as pos-
sible.

'the effect of solar zlare short-wave emission on the marth's

ionosphere was considered Oy A.ihitra (1977) w_ere the _etermina-
tion of solar X-ray lluxes by indirect me Ohods is described. In

low-frequency range for this aim are used the signals of transmit-
ters operating at tens-hundreds kilohertz ±requencies. The records
of tne natural emlssion <atmospherics) are considered to be suit-
able for the detection of f±ares but to be hardly used for the in-

vestigation of ionosphere physics as the debected noise represents

the integral effect of many sources and the sources are of a ran-
dom character.

Here the possibility is studied of the de_ection of solar chro-
mospheric flares and the estimation of X-ray flux accompanied by

powerful bursts in the range O.5-4, 1-8 _ based on the change of
_he regular noise background intensity oi" _he natural low-frecuen-

cy emission detected on the _arth.
For men_ years in Yakutsk ( _ = 62°N; _ = 129,7°E) _he nL_tur_l

a LF-VLF emission at 0.5-10 _d_z is being detected con_iniously. One

of the types of continious low-frequency emission is a regular
noise background (i_B) determined as a separate class (Vcrshinin,

Ponomarev, 1966). _d_B is is available constanvly on the records
and is characterized by a smooth temporal rounding. A spectral ais-

trioution of iCIB intensity is two emission bands in ELF-VLF ranges
divided by a deep minimum at 2-_ k_z (I/,urzaeva, 197@).

±,or the analysis were used the records of h'LF-VLF emissions ob-
tained in Yakutsk in 197_-1974 by 8-channel registrator (Druzhin

et el., 1976) and from 1978 to now by 15-channel registrator in
0.5-10 "k1{z range. Eesides, s_vbellite Oata of solar A-ray iluxes
'_ere used (SGD, 1973-1985).

A comparison of Rk_B records ,_ith solar X-ray fluxes showed that

the chenge of c IY_-VI2' emission intensity and its value depend on
a value of X-ray burst flux. Almost simultaneously with solar X-ray
burst _he RNB intensity increases at 0.5-3 Idlz and decreases at
~ 3-10 kd_z. The enhancement maximum is at 0.5-0.8 IcHz, the high-

est weakening - at @-6 Id_z (}iurzaeva, 1977; 1981). The increase of

X-ray flux by an order of 2-4 causes both wea_ening and an _nhance-
ment of ELF-VLF emission IC'_B intensity from ~ 2-3 to ~15-20 dB.

A ch,_nge of RNB inbensity spectral distribution curing solar
l lares v;as considered 0y Lurzaeva, Fligel (1980; 198_).

In Fig.1 is shown _dIB intensity averaged on 5 flares in "197_-
197_ and in 1981 versus a frequency. On Y-axis is put a ra_io of

±d_B i_tensity measured at a flare maximum (i b) to a ore-flare i{i_B

level (I o) calculated as 10 ig Ib/l o (Lurzaeva, 1'J77).
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In Fig.2 is presented an example of I_t_B intensity change during
flare at various concrete i'requencies of the range under investi-

gation and solar X-ray llux record obtained by the satellite (SGD,
"1973 ). A dynamics of VI_' emission intensity at 5.6 kHz and of X-ray
zlux repeat each other (in counterphase). However, ELF emission in-

tensit_ increase during a flare is not always observed and a fre-
quency at which occurs a transfer from RNB intensity increase to
its decrease is rather variable, besides, fLF emission intensity
enhancement caused by the influence of enhanced solar X-ray flux

on the ionosphere is hardly different from ELF emission flare caused
by other types of ionospheric and magnetospheric disturbances. At
the same time a sharp v_eakening of rC_B intensity at VLF frequencies

observed during chromospheric flares is opposite to _LF emission
bursts and is of _ characteristic for chromospheric flares form.
Therelore to study the variations of solar X-ray fluxes were used

the experimental data at 5.6 idlz which, besides, appears to be at
frequency range v,here i_i_B intensity weaIcening is maximum during a
flare and _dIB record level is high enough as compared with the ins-

trumen_ noise.

_ometimes during several hours one can observe a number of fla-
res, for instance, on July 21, 1981. The variations of I_IB level
caused by them are superposed on its regular daily changes. Never-

theless, (see l,'ig.3) in the behaviour of PC_B curve is reflected
the uynamics of flare X-ray l lux. A picture is being clarilied if
to subtrack the daily variations of IC_B intensity from the total

cul_ve course.
_ie carried out a statistical treatment of the experimental data

on a number of chromospheric flares and estimated solar X-ray flux

Curing flares. In the case when X-ray fluxes (F) increase during
a flare by an order of _ 2 or more they are as _= c[I_/Io/_
_,here c and _ are determined based on the experimental data.

The estimated _-ray zlux (in the first approximation) is shown in

_ig.3. A comparison wibh _he satellite data (SGD, 1982) evidences

i_s agreement.
_'hus, using aata of continious ground-based registration of the

natural VLF emission one can:
- on characteristic for _he period of chromospheric flares ±orm

of Id_B intensity aecrease of VLF emission to detect solar flares

_cco_:ipani6d 0y powerful solar _-rays bursts;
- on _he change of VLF emission Id/B intensity _o carry out a

con tinious aiagnostics of changes of solar _-ray burst llux and
to estimate its value.

i itra A. ionospheric Effects of Solar _lares. I,i.:i,ir, q977.
,urzeeva N.N. Kegulyarny shumovoi fon ONuh izlucheniya, v kn.:

_izkochastotnye volny i signaly vo vneshnei ionosfere. Apa_ity.
Izd-vo _Cols_ogo i'iliala AY_ SSSH. q97@. _._0-2_.

_urzaeva _._. i_egulyarny shumovoi ion ONCb izlucheniya vo vre-

mya solnectmykh vspyshek. V kn.: Svyaz Oi_Ch izluchenii verKhnei
atmosfery s drugimi geofizicheskimi yavleniyami. Yakutsk. Izd-vo
YaF SO AN SSSR. q977. s.2q-_4.

Lurzaeva N.i_., Fligel D.S. 0 vliyanii solnechykh vspyshek na

spel;tralnye kharakteristiki nepreryvnogo nizkochastotnogo izluche-
niya. V kn.: Issledovaniye struktury i volnovykh svoistv okolozem-
noi plazmy. _;..: IZ;_;IRAN. q980. s.2_-39.
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.,_urzaeva d._. O vozmozhnosti r_gistratsii khr.omosfGrn_kh v qp_-

s_iei_ po izmeneniyu intensivnos_i regulyarnogo shumovogo fona ,._1_Ch-
CinCh izlucheniya, gul.NTI. Problem@ kosmofiziki i aeronomii.

ka1¢utsk: Yal> SO AN SSSR. 1981, iyul, s.22-23.
i:urzaeva R.N., Fligel D.S. Izmeneniye spektrov regulyarnogo

:_humovogo fona vo vrem_a solnech_kh vspyshek. V kn.: _,agniborier-

_: i_]sledovaniya. _a.: 1986, No.7, s.150-qS@.
3olaf Geophysical Data (Comprehensive i<eport), _4o.35q, Part 2.

' _ r" "

ic._ar Geop_wsical Data (Comprehensive Report), q97_-q985.

,_]kov O.P., Druzhin G.I., Shvetsov V.D., Nikibin 1u.P., Pet-
soy J.G. Apparatura dlya registratsii ONCh izlucheniya. V kn.:
i_iz1:ochastotnye signaly vo vneshnei ionosfere. Yakutsk. Izd-vo
-r 11_ - • •_a_ SO Ai_ SSSR, q976 s.q07-117

Vcrshinin E.F., Ponomarev Z.A. O klassifikatsii nepreryvnogo
L_lCranizkochastotnogo izlucheniya verkhnei atmosfery. V kn.:

,_:_mi magnetizm, polyarnye siyaniya i ultranizkochastotaoye iz-
luchcniye. Vyp.I. irku_sk, SiblZ_iil( Ai_ SSSR. "1966. s._5-q&.
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IONOSPHERIC EFFECTS OF THE EXTREME SOLAR ACTIVITY OF FEBRUARY

1986

J. Bo_ka _ D Pancheva _
, •

Geophysical Institute, Czechosl.Acad.Sci., Bodnl ]I, 141 31

Prague 4, Czechoslovakia

Geophysical Institute, Bulg.Acad.Sci., "Acad. G. Bonchev" 3,

Sofia 1113, Bulgaria

During February 1986, near the minimum of the 1f-year Solar

sunspot cycle, after a long period of totally quiet solar activity

(R z = 0 on most days in 3anuary) a period of a suddenly enhanced

solar activity occurred in the minimum between solar cycles 21 and

22. Two proton flares were observed during this period. A few

other flares, various phenomena accompanying proton flares, an

extremely severe geomagnetic storm and strong disturbances in the

Earth's ionosphere were observed in this period of enhanced solar

activity.

Two active regions appeared on the solar disc. Region NOAA

4711 occurred on the disc between 31 January - 11 February 1986.

Several large flares appeared in this active region. The most

important flares, two proton flares, were observed in this region

4 February, 0732 - 0835 UT imp. 3B and 6 February 0618 - 0732 UT,

imp. 3B. Another large flare occurred in this region on 7 February

1014 - 1035 UT imp. 3B. The second active region NOAA 4713

occurred on the solar disc between 3 - 15 February. Its most

important flare was observed on 4 February 1025 - 1128 UT.

The flares in both active regions were associated with

enhancement of solar high energy proton flux which started on 4

February of 0900 UT. The enhancement of the solar proton flux on

6-9 February 1986 with maximum on 7 February 1730 UT and the end

on 8 February is depicted in Fig. I.

Associated with the flares, the magnetic storm with sudden

commencement had its onset on 6 February 1312 UT and attained its

maximum on 8 February (Kp = 9). Its development in Kp is also

shown in Fig. 1.

The sudden enhancement in solar activity in February 1986 was

accompanied by strong disturbances in the Earth's ionosphere, SIDs

and ionospheric storm. The highest SID event, importance 3+, was

observed on 4 February 0735 - 0945 UT. Two proton flares (4,6

February) were folowed by PCA events in the lower ionosphere.

The strong geomagnetic storm culminating on 8 February caused

a strong ionospheric storm. The effects of this storm, as observed

by the ionosonde at Pruhonice observatory (49°59"N; 14°33 E), are

plotted in Fig. 2. Variations of the critical frequency of the F2

layer of the ionosphere from 7 to II February are shown in Fig. 2.

The positive part of the storm effect began on 7 February forenoon

and at about 1600 UT was followed by a sudden decrease of the

critical frequency of the F2 layer (from 7.5 MHz to 2.3 MHz) while

the virtual heights increased. The negative part of the storm

characterized by spread echoes and low critical frequency lasted

until II February. On 8 February from 1500 quite unusual effects

were observed, unusually E layer h'= 155 km_ foE = 2.25 MHz

(higher virtual height and higher frequency than the normal E

layer), which may be interpreted as a particle E layer, which

appeared on the ionogram at 1500 UT (Fig. 3). This effect was

followed by the appearance of a quite extraordinary layer (in 1615
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UT) with virtual height of about 200 km (Fig. 4). This layer
existed I hour and then droped down and becamean Es layer type of
a (auroral) which existed until 2200 UT.

These effects and type Es are quite unusual in our middle
latitudes and were probably connected with strongly increased
auroral activity.

The effect of the geomagnetic storm on the lower ionosphere
consisted of two different types. The first type, observed at high
latitudes, consisted in a large increase of electron density
coincident with the geomagnetic storm. At midlatitudes we observed
the post-storm effect (PSE), which consisted of the first phase
(PSE I) coincident with the geomagnetic storm and the second
phase, observed after the geomagnetic storm (PSE If). For the
detection of post-storm effects, caused by the geomagnetic storm
on February 1986 we used A3 absorption measurementgiven in table.
1.

TABLE1
frequency observ, geomagn, fat. of refl.point
245 kHz KUHLUNGSBORN 55"

1539 kHz PANSKAVES 50°
ib4 kHz SOFIA 45°
747 kHz SOFIA 42"

1412 kHz SOFIA 43°

The first phase (PSE I) of the post storm effect started on 6
February, the maximumof the geomagnetic storm was on 8 February
(Ap = 202, EKp 62) and the end of the first phase had PSE on i0
February. PSE II started on 11 February. The results for night
time absortpion data in given measuring paths (Fig. 4) indicated
that the first phase of the PSEwas well developed only for the
northern most measuring path (p = 245 kHz, _ = 55°). The second
phase of PSE I] absorption enhancementon that path decreased very
quickly (up to day +3 after PSEI end). This result indicates a
direct effect in high latitudes rather than midlatitudes. On the
other band, the results for 164 kHz and 747 kHz represent a
typical midlatitude case with missing phase I and very well
developed phase II. The case of 1539 kHz is very like the
behaviour of the transitional type, normally observed in the
subauroral zone, with the transition of the time of the
commencementof the first phase with latitude. The effect on 1412
kHz is developed very weakly. The existence of the third phase PSE
Ill after 15 February is not quite clear, either. This latitude
boundary is in accord with the hypothesis on equatorward expansion
of the auroral zone during geomagnetic storm in early February
1986.

REFERENCES

Solar Geophysical Data: 1986, No. 499; No. 500, No. 501, Part
No. 504, Part II. Boulder.
E.A. LAUTERET AL.: HHI-STP-REPORTNo. 9 (1977), BERLIN
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ON THE RELATION BETWEEN THE ELECTRON CONTENT OF THE IONOSPHERIC

D-REGION, VARIATIONS OF THE RIDMETER ABSORPTION_

AND THE H-COMPONENT OF THE GEOMABNETIC FIELD

L.V.Zelenkova_ V.A.Soldatov, J.V.Arkhipov, V.F.Laikova

Research Institute of Physics, Leningrad State University,

SCary Petergo_, 198904, Leningrad, USSR.

The correlation between lower ionosphere disturbances, geomagnetic

variations and radiowave absorption is one of the most actual problems of

geophysics.

In this work we investigate the correlation between the electron density

profile structur_ and riometer absorption, and between the absorption and the

H-component magnetic field, in order to determine the relation between the

[el-profile parameters and the geomagnetic field variations.

I. To calculate theoretically the electron density behaviour during

disturbed conditions from riomet_r absorption data, one can use the well--known

formula: [el=_qT_, where q (cmSs f) is the ion production rate and • (c_ _I)

is the effective loss rate.

PARTHASARATHY [1966] presents the relations between riometer absorption and

the integra_ p__recipit_tino, electron flu;: with E>40keV in the following form:
A(dB)=3.3 17- V3(>4BkeV_.

ZELENKOVA [1988] showed that provided the integral precipitating electron

flux has the power form as J(>E)=k.E "r we can find the flux parameters _ and

. For _ =2: k=3,3 "I I_G4_IA I. Thus, for each value of riometer a_sorption_ it

is possible to obtain the differential preripitatlng electron flux responsible

for _t.

Then we obtain the ion production rate using the formula from paper by

KHVOROSTOVSKIY [1987].

2. To determine the height profile of [e], the investigations of effective

loss rate variations were made using the published data referenced in the paper

by GLEDHILL [198_]. All the height profiles were separated into 4 groups:

I) _ height profiles for the day-time quiet conditions (12 profiles),

2) _I height profiles for the night-time quiet conditions (7 profiles),

3) _l height profiles for the day-time disturbed conditions (13 profiles),

4) _I_'_ height profiles for the night-time disturbed conditions (5 profiles).

Mean profiles for 4 types of conditions are shown in Fig.1. The value of the

disturbed (both day-time and night-time) effective loss rate is less than the

quiet one as seen from Fig.! even taking into account the considerable error

(shown). The fact of dependence of the effective loss rate on ionospheric

disturbance level was established in the paper by ZELENKOVA [1981]. Using a

3-ion D-region model for the height range of _ =[M']/[e]>l, the analythical

deoendence was derived also in that paper.

_ecause the formula from paper by ZELENKDVA [1981] is correct when _ >l, we

used also a combined profile of _ , where effective loss rate was calculated

for the heights from 5Bkm to the height where _ becomes equal to 2 I_r cmJs-_

and such a value of _ was a_sumed up to h=95km. In the height range 95-125km
varied uniformly from 2"i$" to 2"Im "# cmSs "¢ [ADAMS,1965].

3. The experimental rocket profiles of the electron density were taken from

the work of MIYAZAKI [1978] in form of a catalogue [NESTEROVA,I985]. To compare

the calculated and the experimental profiles, we chose the parameter

_fJJ =([e]¢ - [e]m)/[e] ¢ (I)

where [el G is the calculated electron concentration and [el m is that measured

during the rocket ascent.

Moreover, the availability of both ascent and descent rocket electron
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d_nsitv profile dataallowed_isto estimatea similar parameter:

_W =(Eela - _e]d)IEe_ a (21

where [e]_ is the electron density corresponding to the fixed height durino the

rocket ascent, _e] d being that obtained durin_ the_rocket desnent.

Tab.1 shows the absolute values of parameters |_f,_l and I_f..,_|.

The estimation of _ was performed with _4 (mean nioh+--÷ime.. . disturbed

conditions profile, abbreviated as NGN in Tab.l) using combined _ profile

(abbreviated as NGT in Tab.l) _or the ri_meter absorption between 0._ and 5dB.

4. Experimental profiles of [el from the paper by MIYASAKI [1978l,

complemented with those from PFISTFR [1967] and DERBLOM [1973] were analysed by

ZELENKOVA [1982] by using four parameters which characterise the [el-profile

structure of the disturbed D-region. These are h I - height o_ 10 _ cm "j electror

appearance, h_ - height of strong enhancement of _e]-gradient and N2 -

conrentretion of the "step" bottom, N$- c_ncentration of electrons at h=q5_m.

Tab.2 shows the variation of the above mentioned parameters versus riometer

absorption between 0.3 and 5 dB.

5. Generally accepted parameter that reflects magnetic field variation

during geomagnetic disturbances is the AE-index.

We attempt to connect the electron density profi]e parameters with the

AE-index.

Profiles were compiled from the catalogue of MCNAMARA [!978] and also f_om

the catalogue of NESTEROVA [1985], where they are given i_ a digital f_rm. Only

the auroral zone profiles during disturbances were selected, which corresponds

to the inoexo= o-'_ rNp_TpROVA 1985; MCNAMARA,1978].

Thus, 44 profiles for night-time conditions were _hoser.

All the profiles were selected into different groups according to the

AE-index value in the _ollowing manner: 0 _AE <100(6), 100 <AE <200(9),

20B _AE _3_0(_) 300 _AE (400(_) 40B _AE (500(7) 500 _AE (600 _?) AE_ 60B(4)°

Attention was paid to geographic location of stations: Andoya(69._oN,
]_E)(25), Syowa(69.5_S,_9_E)(II), College(64.9"N,212_E), Churchil_(58.. N,

265.8mE)(2) (the number of profiles is in the brackets).

Parameters that characterise the electron density distribution in the

D-req_on are the heights of appearance of the electron density equal to 18_cm "a,

l_c_ , l_cm "_, respectively.

Mean p_ofile o_ the electron density distribution was calculated (Tab.3).

6. To _ompare the electron density variations obtained using AE-index with

4-parameter model (see part 4), we study the relations between the riometer

absorption and AE-index. We got the ionospheric data from Finnish Academy of

sciences and compared them with AE-index. We explore the data from 1978-_979

years. Two intervals were chosen: 19-2_LT and 23-01_LT. Such dependence_ are

shown in Fig.2 for the stations Kevo and Sodankyla. One can conclude from the

Fig.2:

1)the absorption for the night-time (23-01_L T) is greater for far_her to the

south station _for the same AE-index);

2)both for Kevo and Sodankyla the riometer absorption is greater at 23-01 _ LT

than !9-22_LT.

Using Fig.2, it _s easy to obtain the riometer absorption for each value o_

AE-index.

Tab.3 summarises the results from Fig.2 and from the catalogue. The

designations are: AE is the AE-index in_, N is the number of profiles, A,dB is

the magnituOe of the r_ometer absorption; h(N_, fl(N_a), h(N_m)_ are

the height_ o_ appearance o_ the appropriate electron density.

Conclusions from the data of Tab.l, __ and .._ :

I. Theoretical investigatlons allow us to determine the height distrlbution

of [el with relative error less than IB0%. At the same time, the experimental

measurements are subject to relative error (_scent and descent) as la_e as

58%. That reflects a wide variabi]ity of auroral ionosphere_ rather then

imprecision of the experiment. _'_;_'_$ _'_ _S

OF rOJR QUALII"_'
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2. Bo_h experimental and theoretical investigation_ shows the enhancement oF

riometer absorption due to:

a) the appearance of equilibrium electron density about l_cm "J at heights

h<50km (lower part of _ region),

_) the increase o_ [e) by more than an order of magnitude in the _,pper part

of the D-region (h>9_km).

Parameter h; characteri_e thm hardness of mlectron flux spectrum, while the

parameters N_ and Nj characterize the intensity of the flux.

As seen from Tab.2,3 the best accordance between the experimental and

c_Icu!ated (restoredi parameters of [e]-profile appears. The discrepancy

between the hem and h I (!9o22), h_ (2_-_I) is exolained by the fact that the

station becomes sltuated northward o_ the precipitation zone during the large

values of AE-index.
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TABLE i

h,k_ I_1 (NGT) I_I(NGN_ 1Z'_,I

70 0.47
75 0.47
80 0.44
85 0.68
90 0.53
95 0.85

I00 i. 12

0 62
0 70

0 34
0 76
0 75
0 98
0.99

0.59
0.45
0.50
0.60

0.47
0.36
0.40

A, dB hh, ,,km h¢c, km h z ,km
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0.3
0 5

1 2
1 3
I 5
2 6
5 0

TABLE 2

-']N., 5., 5o.cm
68 65 78 3 10 3 10 4 i0
60 56 80 10 7 i0 6 10

58 55 83 2.5 I0 8 !0 I0
57 - 82 2 i0 10 --
58 55 83 10 3 I0 2 i0
55 52 75 8 I0 4 I0 3 10

- 5 I0 6 1055 50 -

TABLE 3

4 AE, r < N A, dB A, dB h/oa,km h/oj,km h/o_,km
(19-22) (23-01)

0- i00 6

I0[) 200 9
200 300 8
300 - 400 8
400 - 500 7
500- 600 2

> 600 4

0.2
0 5

0 9
1 3
I 5

2 0
2 3

0.4 64±9 74_4 83±4

0.7 62£2.2 72±5 82±5
i o 50+8 67±6 80±2

1.7 63!5.5 73±3.5 80±3
2.5 79_8 79_8 87±8
3.0 83_3 89_I 96±4
4.0 67_5 65_5 75_5

"'\
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INFLUENCE OF NON-STATIONARY FIELD OF MAONETOSPHERIC

CONVECTION ON THE D-REEION

A.Yu. ELiseyev, Yu.V.Kashpar, A.A.Nikitin

Research Institute of Physics,ULyanovskaya uL.1,198904 Leningrad,USSR.

INTROgUCTION. Perturbations of F-region electron density caused by the

extension of lagnetospheric convection electric field to middle Latitudes are

already weLL knomn (TANAKA and HIRAOvI973) , For the D-region the first

observations are believed to be reported by ELISEYEV,KASHPAR and NIK[T]N

(1988). On several occasions, foLLowing the southward turning of the

Bz-cozponent of interplanetary magnetic field (IMF) smaLL disturbances of the

D-region electron density were detected at night by steep-incidence VLF

sounding in 6eLendzhik on the ]Lack Sea (ELISEYEV et.aL,1988) .htch Bay be

attributed to the influence of the penetrated convection electric field (CEF).

In this paper some evidence is given of a LocaL-tile dependence of the CEF

effect in the D-region and a rather good correlation is demonstrated at the

initial stage of disturbance bet.sen high-Latitude magnetic field variations

and simultaneous perturbation of the lidLatitude ionospheric reflection height.

O|SERVATIONAL IECHNIDUE AND RESULTS. The abnoreaL coaponent of the

sky-..ve VLF field mas picked up by a transversal Loop aerial at a site in

EeLendzhik, about I00 ks south.ard from transmitting station. Midpath invariant

Latitude is 40 degrees. The VLF-aonitoring technique mas most sieiLar to that

of HOPKINS and REYNOLDS (1954). The CEF search and identification .as based on

the foLLoming selection criteria. FirstLy, night-time periods only were

considered for there mas LittLe hope to detect the CEF-effect at heights as Lo.

as 70-75 ks by day. SecondLy, the .anted disturbance should immediately foLLo.

a sudden change of IRF Bz-coaponent preceded by a period of positive |z, the

situation zest favourable for CEF penetration into the aidLatitude ionosphere.

]ecause of the Lack of Bore detailed information on 3z we had to use its hourly

values (COUZENS and KING,|986). In order to fix lore precisely the time of CEF

onset, H-eagnetograms were used from the high-Latitude observatory Abisko

(Sweden, I=66 ). It zs beLzeved that variations in high-Latitude current system

_hich cause the observed magnetic disturbance at Abisko, are mainly due to

changes in the eagnetospheric convection (or polar cap) electric field. And

finaLLy, it was natural to anticipate simultaneous perturbations both in VLF

reflected signal at GeLendzhik and in H-lagnetograe at Abisko, at Least at the
beginning of the disturbance.

The VLF data avaiLabLe for 1976-1980 aLLowed to select several CEF-events

which had occured after the turning of h-component to the south. An exaapLe is

shown in Fig. 1, .here the relative phase $_ and amplitude A. of the abnormal

component of the 14.9 KHz signal as received at EeLendzhik are compared to

disturbance in H-component of geomagnetic field at Abisko on February 15,1980.

UnfortunateLy there was a two-hour gap in Dz-data, so it is only possible to

say that the polarity change occured bet.sen 1900 UT and 2100 UT, but the

H-lagnetograa free Abisko iopties that the convection electric field started to

rise approximately at 2000 UT. This .as foLLoued at 2015 UT by a rather abrupt

faLL of the reflected VLF signal strength and a liner general increase of

signal phase _ag .ith superimposed stronger short-period phase osciLLations. A

burst of phase osciLLations at about 2140 UT .as accompanied by a similar burst

in amplitude variations. The Bean quasi-period of phase osciLLations betmeen

2020 and 220D UT appeared to be 13.6 minutes mhich .as LoNer than the

short-period fluctuation quasi-periods before and after the disturbance. Then,

2200 to 2300 UT, reLativeLy smaLL but striking_y synchronous osciLLations .ith

a 13.3-minute mean quasi-period could be noticed in VLF phase and geomagnetic

field records (Fig.l a,b). The aaximua peak-to-peak variation of VLF phase

reached 38 centicycLss (it is equivalent to the 4.8 kiLoaetre range of

reflection height variation). The sLo. component of reflection height rise (in
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Fig.2
The disturbance of February 25126, 1980s a) hourly values of the |z-

component of the IHFI b)the behaviour o4 the H-component of geomagnetic
field at Abtsko_ Seedonl c) VLF phase disturbance in 6elendzhtk .
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Fig.3

Plots of VLF skywave phase lag $ at 8elendzhik versus geomagnetic

H-component it Abisko:a) February 26,1780 (local date), beginning at

0150 LT of Gelendzhik; b) February 16,1780, 0320 LT; c) February 15,
1980, 2340 LT; d) January 18,1978, 0020 LT.

Table

+ + ÷ +

: _ATE _ LT , I A,cc/nT : r
+ + + +

15.02.1980 l 2240-2310 I -0,047 i -0.87
18.01.1778 _ 0030-0100 _ 0.031 : 0.67

18.01.1978 = 0100-0130 I -0.152 I -0.62
26.02.1980 = 0150-0208 = 0.107 _ 0.8?
26.02.1980 = 0150-0220 = 0.052 ] 0.51
16.02.1980 ] 0320-0342 I 0.058 _ 0.94
16.02.1980 _ 0320-0350 I 0.037 = 0.46
16.02.1780 = 0320-0530 = 0.118 _ 0.48

+ + + +
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terms of the running mean with the averaging interval of 50 minutes) reached
its maximum value of about I km at 2100 UT. On other occasions there was no

substantial increase of the short-period fluctuation intensity at VLF during

the CEF-event. Fig.2 shows a CEF-event of February 25/26 1980. A rapid turning

of _z southward triggered at 2330 UT a high-Latitude substorm accompanied by a

shorter bay-Like Lowering of the refl.ection height (VLF phase Lag decrease] at

GeLendzhik. It is worth noting that the Large negative hourly value of Iz at O0

UT (-16nT) diminished to -3nT at Ol UT. The change of sign of VLF phase

perturbation as compared to the disturbance of February 15 may be, presumably,
attributed to the LocaL-time variatiDeof CEF.

To iLLustrate the correlation between a high-Latitude magnetic disturbance

and a midLatitude ionospheric reflection height perturbation at VLF, plots of

VLF phase @_ variation versus H-component variation are given in Fig.3 for 4

night-time CEF-events which had occured at different Local times. The dots
interconnected by straights to show temporal evolution of the event are

separated by two-minute intervals. BoLd dots and Lines represent the first hour

of disturbance. The regression coefficients A for the relation e_=A*_H + B are

given in the table for the Local dates and time intervals indicated (GeLendzhik

Local time LT is given]. Note that the correlation coefficient r is used here

only as a measure of similarity of two waveforms with no statistical meaning

being ascribed to it. Inspection of the table shows that for a sudden onset of
disturbance IAI=0.05÷0. I with Irl=0.9 and the two quantities decrease as time

window broadens. For gradual disturbances (January 18, 1978 and February 16,

1980) both IAI and Ir: tend to be Less sensitive to the window opening and in

general :AI_0. I+0.15 and Iri=0.5÷0.6 •
As for the LocaL-time dependence of the effect in the ionosphere one can

suggest that the ionospheric height change tends to be positive before 00 LT

and negative after 02 LT, the transition time Lying between 0030 and 0130 LT.
DISCUSSION. The observed disturbances in the midLatitude night-time

D-region seem to be consistent with the idea of magnetospheric convection

electric field influence on the electron density at heights of about 90 km, the

tourning of the 8z to the south being the necessary condition. Indeed, an

example was shown (ELISEYEV et aL., 1988), when a substorm which had occured by

positive ]z had not been accompanied by a disturbance at VLF. If we take the

high-Latitude magnetic data as a replacement for the data on the penetrated
electric field we can .say that disturbances in the midtatitude D-region

commence simuLtaneousLy with the CEF enhancement and correlate rather weLL with
the Latter at Least within the first 20-40 minutes of the event. Sometimes the

short-period osciLLations intensify during the disturbance and their

quasi-period shortens. A surprisingly good correlation was noticed at the

recovery stage of disturbance on February 15, 1980 between the smaLL

osciLLations of VLF skywave phase Lag and those of CEF. A similar behaviour of

the short-period fluctuations in the F-region could be seen from the data

presented by CROWLEY et aL (1984) for a disturbance, which foLLowed the )z

polarity change. In generaL, the events described in this paper for the

night-time midLatitude D-region have much in common with the weLL known

CEF-events in the thermosphere and hence are LikeLy to have the same origin.
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I. INTRODUCTION

Over the past i0 to 15 years, radiometric measurements from polar orbiting
satellites have furnished a wealth of information on the global structure of

the middle atmospheric circulation. These data have formed the basis for

climatological studies and dynamical investigations. Information on smaller
scale structures than can be resolved by satellites is being supplied by radar
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andlidar measurements.Theseactivities havebeenparalleled by increasing
efforts to modelaspectsof the observed_i_culation usingboth simplified
(mechanistic)modelsandcomplexnumericalmodelsof the generalcirculation.

Themainfocusof thesestudies hasbeenon the circulation of the Northern

Hemisphere; the Southern Hemisphere has not been ignored but, until recently,

advances have been comparatively _ew and far between. Reasons for this

imbalance include: (i) impetus to studies of the Northern Hemisphere resulting

from much better coverage by radio/rocketsonde network, (2) the quality of

operational analyses of the Southern Hemisphere upper troposphere (used to tie

on satellite thickness analyses) has been comparatively poor owing to large

data-sparse regions, and (3) attention has inevitably been concentrated on one

of the most dramatic manifestations of dynamical processes in the middle

atmosphere -- the major midwinter warming of the Northern Hemisphere.

In recent years, the routine production of global tropospheric analyses by

data assimilation into numerical forecast models has gone some way to improving

the quality of analyses for the Southern Hemisphere (satellite measurements have

contributed to this improvement). The situation is not entirely satisfactory,

but independent analyses (such as those made by the Meteorological Office,
Bracknell and the National Meteorological Center, Washington) are in reasonable

accord.

It has also been realized that the middle atmosphere of the Southern

Hemisphere, despite the absence of major midwinter warmings, is far from

quiescent, very intense, dynamically induced warmings occur in late winter; the

intense polar-night vortex may be the seat of instabilities which affect the

circulation on a large scale; traveling waves are often clearly seen in the more

zonally symmetric circulation of the Southern Hemisphere.

The fact that the circulations of the middle atmosphere of the two

hemispheres show marked differences gives dynamical meteorologists the

opportunity to study what are, in effect, two different atmospheres. The

elucidation of dynamical mechanisms is bound to be furthered by intercoaparison.

In particular, the tropospheric circulations are different in the two

hemispheres, enabling connections of the troposphere with the middle atmosphere

to be established more firmly.

At the MAP Assembly in Kyoto (November 23 and 25, 1984), proposals were

solicited for new MAP projects. One suggestion was for a study of the dynamics

of the Middle Atmosphere in the Southern Hemisphere (MASH), and this has since

received the formal approval of the MAP Steering Committee. The MASH project

involves a concerted study of the dynamics of the middle atmosphere in the

Southern Hemisphere, with emphasis on interhemispheric differences and

connections with the troposphere. It will be based on observational data and

simulations with numerical models. Parallel studies of radiation, transport,

and photochemistry will also be encouraged. The uses of observational data will
include:

(a) Intercomparison of observations and analyses obtained by different means.

This will be a coordinated study along the lines documented in MAP Fa_k

12 for the Northern Hemisphere (contemporaneous satellite data from the

LIMS, SAMS and TOYS instruments are available).

(b) Climatological studies of the middle atmospheric circulation. These will

focus on the time-mean structure and variances of the circulation together

with their seasonal evolution, the structure and temporal variability of

large-scale eddies, and the morphology of gravity waves.

(c) Diagnostic and associated theoretical studies will address the evolution of

the circulation o_both short and seasonal time scales. Topics here will

include wave-mean flow interactions and the importance of wave breaking in

the Southern Hemisphere (particularly for the dynamics of final warmings),

the possible role of instabilities in the strong westerly vortex, the

origin of the large-amplitude planetary waves which develop particularly in
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early ana late winter (e.g., whetherdevelopmentslike blocking in the
NorthernHemisphereoccur in the troposphere),andthe effect of gravity
waveson the middleatmosphere.

Theseinvestigations will be complementedby studies with numericalmodels
of various levels of sophistication. Broadheadingsfor this workare:
(i) experimentswith mechanisticmodelsto test dynamicalhypotheses,e.g., to
determinethe influenceof the troposphereon the middleatmosphereduring final
warmings,and(2) longer integrations with numericalmodelsto explore the
mechanismsbehindthe seasonalevolution of the circulation. Featuresthat such
modelswouldneedto reproducein the SouthernHemisphereinclude:

(a) the tendencyfor large amplitudewavesto developin early andlate winter;
(b) the reversedtemperaturegradient at high latitudes in the upper

stratospherewhichappearsby midwinter;
(c) the polewardanddownwardmovementof zonalmeanwindsduring the final

warming;
(d) the traveling wave2 whichcontributesmuchof the variance in the

stratosphere.

A series of workshopswasheld in 1982-1984whichmadeintercomparisonsof
Northern Hemisphere stratospheric analyses from several satellite systems (PMP-I

Working Group). The topics considered by these workshops included

intercomparison of temperature analyses/measurements from satellites and in situ

systems, and assessing the accuracy of derived quantities used in studies of

stratospheric dynamics (RODGERS, 1984b; GROSE and RODGERS, 1986).

The first MASH workshop was held in Adelaide on May 18-19, 1987, and

proceedings of this meeting will be published in a special issue of PAGEOPH

(Vol. 130, in press, 1989). It highlighted some of the inadequacies in our

present understanding of the middle atmosphere of the Southern Hemisphere.
Three broad areas (among many) requiring much more work are 3-D modeling,

troposphere-middle atmosphere coupling, and interhemispheric coupling.

This report summarizes the proceedings from a pre-MASH planning workshop on

the intercomparison of Southern Hemisphere observations, analyses and derived

dynamical quantities held in Williamsburg, Virginia during April 1986. The aims

of this workshop were primarily twofold:

(i) comparison of Southern Hemisphere dynamical quantities derived from various
satellite data archives (e.g. from limb scanners and nadir sounders);

(2) assessing the impact of different base-level height information on such

derived quantities.

These tasks are viewed as especially important in the Southern Hemisphere

because of the paucity of conventional measurements.

A further strong impetus for the MASH program comes from the recent

discovery of the springtime ozone hole over Antarctica. Insight gained from

validation studies such as the one reported here will contribute to an improved

understanding of the role of meteorology in the development and evolution of the
hole, in its interannual variability, and in its interhemispheric differences.

The dynamical quantities examined in this workshop included geopotential

height, zonal wind, potential vorticity, eddy heat and momentum fluxes, and

Eliassen-Palm fluxes. The time periods and data sources constituting the MASH

comparisons are summarized in Table i. Table 1 also includes a list of acronyms

which are used throughout the text.
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Tablei. MASHINTERCOMPARISON TOPICS AND DATA SOURCES.

Quantities Derived From Archived Satellite Analyses

Date

Satellite Analyses

Base Level Analyses

Derived Quantities

January, May 1979

LIMS, NMC, SANS, UF440

NMC, CIRA'85, ECMWF

U, PV, EPFD

Base Level Impact on Derived Quantities

Date

Satellite Analyses

Base Level Analyses

Derived Quantities

June, September 1981
UKNO

EC_, NMC

Z, VT, UV

September 1985
UK_

_'NWF, _4C, UKMO

U, PV, EPFD

Derived Quantities

EPFD-

PV -

U -

UV -

VT -

Z -

Eliassen-Palm Flux Divergence

Potential Vorticity
Zonal Wind

Eddy Momentum Flux

Eddy Heat Flux

Geopotential Height

Base Level Heiqht Sources

CIRA -

ECMWF -

NMC -

UKMO -

COSPAR Reference Atmosphere (NAP Handbook, Volume 16)

European Center for m_ium Range Weather Forecasts, Reading

National Meteorological Center, Washington

United Kingdom Meteorological Office, Bracknell

Satellite Stratospheric Temperature/Thickness Data and Analyses

HIPS -

LIMS -

MSU -

NESDI S -

NMC

SANS -

SSU -

TOVS -

UKMO -

VTPR -

High Resolution Infrared Sounder

Limb Infrared Monitor of the Stratosphere

Microwave Sounding Unit

National Environmental Satellite Data and Information Service

National Meteorological Center

Stratospheric and Mesospheric Sounder

Stratospheric Sounding Unit

TIROS-N Operational Vertical Sounder (HIRS+MSU+SSU)

United Kingdom Meteorological Office (Thickness Retrievals)

Vertical Temperature Profile Radiometer
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2. ANALYSES

The primary objective of the MASH workshop was to compare different

Southern Hemisphere satellite-derived quantities and examine the impact of

different operational base-level analyses on these derived quantities. Although

the satellite-derived quantities are largely based on satellite temperature

(thickness) data, for certain dynamical quantities (e.g., potential vorticity

maps) the base-level height analysis may contribute significant information

throughout the lower-middle stratosphere. This section includes a discussion of

the base-level analyses followed by details of the stratospheric satellite

instruments and related analyses of temperature, thickness, and geopotential

height.

2.1 Base-Level and Tropospheric Analyses

The MASH workshop utilized Southern Hemisphere geopotential height analyses

provided by meteorological centers in Reading, Washington, and Bracknell (]_C]_4F,

NMC, and UKMO respectively). These analyses are used for the base-level

information at 50 or 100 mb in deriving heights throughout the stratosphere.

The three meteorological centers employ broadly similar methods in producing the

gridded height analyses. For example, they are produced operationally (i.e.

constrained by data cut-off times), use synoptic (radiosonde) and asynoptic
(i.e. aircraft, satellite-inferred) upper-air reports, and incorporate

background (so-called first-guess) information such as a numerical forecast

and/or climatology in the absence of current data. Substantial improvements

have occurred in tropospheric global data assimilation, objective analysis

procedures, and short-term forecast accuracy since 1979 (BENGTSSON and SHUKLA,

1988), and increasing use has been made of asynoptic meteorological information,

e.g. aircraft and satellite data. Nevertheless, difficulties associated with

delayed reports and relatively sparse data coverage exist in the Southern

Hemisphere. Moreover, differences in quality control and analysis methodology,
such as the treatment of isolated, but quite accurate, synoptic reports and the

application of spatial smoothing, exist between the three meteorological centers
which will influence the accuracy of the archived gridded height analyses. As a

result, the Southern Hemisphere tropospheric height analyses are generally

regarded as poorer quality compared with Northern Hemisphere analyses
(HOLLINGSWORTH et al., 1985; LAMBERT, 1988; TRENBERTH and OLSON, 1988).

The ECMWF and NMC Southern Hemisphere objective analysis procedures have

undergone several major changes since their inception in 1978; these are

discussed by TRENBERTH and OLSON (1988, and references therein). For example,

in May 1980 initialization (removal of unwanted high-frequency components) was

applied to the NMC global analyses, and a global spectral forecast model was
introduced. [Prior to May 1980, initialization was not applied, and a grid-

point numerical forecast model was used.] These changes are known to have
resulted in a substantial reduction in noise levels in the NMC final analyses

and forecasts (JENNE, private communication, 1984). Further improvements have

been made subsequently. The UKMO operational height analysis procedures for the

troposphere and lower stratosphere (e.g. i00 mb) have been documented and

intercompared with ECMWF and NMC global analyses by HOLLINGSWORTH et al. (1985).

2.2 Satellite Analyses

Southern Hemisphere satellite analyses considered in the MASH workshop

consist of archived temperature or thickness analyses for SAMS, I/MS, and TOYS

(HIRS+MSU+_U).
The SAMS and LIMS measurements were made on the Nimbus 7 satellite, Mile

the Dvs measurements/retrievals are from the Tiros-N and NOD series of

operational polar orbiting satellites. _S and LINS data may be viewed as a
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researchproduct, whereasTOYSwasprimarily for operationalmeteorological
requirements,with stratospheric channels included mainly to improve the

accuracy of the operational tropospheric temperature soundings.

The limb-scanning SAMS experiment provided temperature retrievals from

15-100 km with a vertical resolution of ~ 8 km using a sequential estimator

procedure (RODGERS et al., 198_). Theotemperature analyses are gridded at a
2.5 _ latitude interval from 50 S to 70 N from December 1978 to June 1983.

Details of the SAMS instrument and validation of temperatures are discussed by

WALE and PESKETT (1984) and BARNETT and CORNEY (1984), respectively.

Geopotential heights have been obtained using climatological height analyses for

the lower stratosphere (BARNETT and CORNEY, 1985).

The LIMS instrument is a limb-scanning radiometer with a vertical

resolution of ~ 3 km for the temperature measurements. The LIMS experiment,

temperature retrieval and validation are discussed by GILLE and RUSSELL (1984),
GILLE et al. (1984a,b), REMSBERG (1986), and WILES et al. (1987). The

temperature retrievals were _apped to 1200 UTC using a Ka_man fil_er procedure
(REMSBERG et al., 1989) at 4 latitude increments from 64_S to 84VN and at

18 pressure levels from 100 to 0.05 mb, for the period 25 October 1978 - 28 May

1979. Geopotential heights for the LIMS experiment were calculated with 50 mb

height base-level analyses from the stratospheric analysis branch at NMC (see

below).

The TOVS observing system consists of the HIRS, MSU, and SSU multi-channel

radiometers which view at both sides of nadir (i.e. side-scanning) (SMITH et al,

1979; PICK and BROWNSCOMBE, 1981; CLOUGH et al., 1985). The TOYS stratospheric
temperature sounding capability consists of 9 channels:

(a) Four HIRS channels located in the lower-middle stratosphere with a vertical
resolution of ~ 10-15 km;

(b) Two MSU channels with a vertical resolution of ~ i0 km located near the 90

and 300 mb levels (for nadir viewing);

(c) Three SSU channels centered near the 15, 5, and 1.5 mb levels (for nadir

viewing). [Note that prior to June 1979, the top SSU channel was

inoperative].

Statistical tests have established that the vertical resolution of the

overlapping (nadir-viewing) SSU channels is ~ 10 km (CLOUGH et al., 1985).

Side-scanning _ormal _o the sub-orbital track results in near-global meridional
sampling (~ 87_N - 87 S) and longitudinal resolution superior to that achieved

by the limb-scanning instruments.

The TOVS radiance information is operationally processed by the National

Environmental Satellite Data and Information Service (NESDIS) in Washington,

D.C. The accuracy (precision and systematic biases) of HIRS, MSU, and SSU

radiance measurements and TOVS temperature retrievals for stratospheric levels

(100 mb and higher) has been discussed by PHILLIPS et al. (1979), SMITH et al.

(1979), SCHLATTER (1981), PICK and BROWNSCOMBE (1981), GELLER et al. (1983),

NASH and BROWNSCOMBE (1983), SCHMIDLIN (1984), GELMAN et al. (1986), and NASH
and FORRESTER (1986).

In addition to tropospheric analysis/forecast applications, TOYS

information is also used for middle atmosphere research efforts at NMC and UF440,

by producing daily global analyses of thickness, temperature, and geopotential

height at "standard" pressure levels throughout the stratosphere. Although both

stratospheric groups at UKMO and NMC have access to the same TOVS radiance

measurements (i.e. from. N]_DIS), the subsequent production of gridded

analyses is somewhat different at these two centers.

The UKMO stratospheric group directly converts TOVS radiances into deep
layer-mean thicknesses using a regression procedure applied to a

radiosonde/rocketsonde temperature (thickness) climatology for the 100-20, 100-
i0, 100-5, 100-2, and 100-1 mb layers (PICK and BROWNSCOMBE, 1981; and CLOUGH
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et al., 19_5). oTOVS stratospheric thickness profiles are then interpolated onto
a global 5 x 5 grid, and spatial smoothing is applied which retains twelve
Fourier wave components in latitude and longitude. Temperatures at specific

pressure levels are then obtained through interpolation of the TOVS thickness
information. The UKMO geopotential height data used in the MASH workshop

consists of stratospheric geopotential heights for the 100, 50, 20, i0, 5, 2,
and 1 mb levels. Note, however, the 100 and 50 mb height fields are strictly

operational analyses, whereas those from 20 to 1 mb are obtained by stacking the
TOVS thicknesses on the operational 100 mb height field. The UKMO 100 and 50 mb

operational height analyses were obtained from ECRWF during 1979, NRC during

1980-83, and UlOlO since 1984.

The stratospheric analysis group at NMC has produced global analyses of

temperature and geopotential height since September 1978 (GELLER et al., 1983;

GELMAN et al., 1986). The selection of data for the analyses changed about once

per year. Prior to 17 October 1980, NMC used both radiosonde and satellite

temperature data (VTPR or TOVS) in the Southern Hemisphere 70 - i0 mb region,
and SSU thicknesses only for the 5 - 0.4 mb region. [For the period 24

September 1978 to 23 February 1979, NMC used radiances from the NOAA-5 VTPR
instrument.] since 17 October 1980, however, NRC has used only TOVS data from

the various NOAA satellites for all Southern Hemisphere analysis levels (i.e.

70 - 0.4 mb).

The NMC stratospheric analysis differs from UKMO in that NMC uses

retrievals produced by NESDIS. The NESDIS temperature retrieval method directly

retrieves temperature at 40 pressure levels and uses colocated satellite and
in situ data which are updated weekly for the i000 - i0 mb region (PHILLIPS

et al., 1979); above the I0 mb level, however, an historical temperature sample

is used because of less frequent in situ data. The NESDIS retrievals are

provided to NRC as layer-mean temperature profiles. The operational NMC 100 mb

height analyses are used as a base for deriving heights at 70, 50, 30, 10, 5, 2

i, and 0.4 mb. Temperatures at these pressure levels are obtained from linear

interpolation of adjacent layer mean temperatures. The NMC stratospheric

temperature and height analyses are gridded using a modified Cressman

interpolation procedure (FINGER et al., 1965).

3. RESULTS

The scope of the MASH workshop primarily involved a comparison of derived

quantities that are of direct relevance to studies of middle atmosphere

dynamics. Whereas temperature or thickness analyses represent the basic
satellite information, derived quantities are inferred only after considerable

manipulation of the data. The initial step in deriving virtually all dynamical

quantities for the middle atmosphere consists of hydrostatic integration of

satellite temperature profiles above a lower stratosphere base-level

geopotential height analysis. Horizontal winds may then be estimated

geostrophically through differentiation of the satellite-derived geopotential

height distribution. Non-linear quantities such as eddy fluxes of heat and

momentum, and the Eliassen-Palm flux divergence may be derived through multiple
differentiation of the horizontal wind fields with respect to latitude,

longitude, and altitude. The derivation of dynamical quantities from satellite

analyses will therefore tend to amplify noise which may be present in the

satellite temperature information and the base-level height analyses.

The comparisons presented in this report are for selected dates which are

representative of the larger body of data examined during the workshop. After a

brief discussion of temperature differences, the intercomparison of dynamical

quantities derived from analyses during 1979 is described in Section 3.1. The

impact of different base-level height information on derived quantities is
addressed in Section 3.2.
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Comparison of different satellite temperature analyses in the Southern

Hemisphere for January and Hay 1979 corroborated the findings obtained from

previous Northern Hemisphere MAP workshops (RODGERS, 1984a,b; GROSE and RODGERS,
1986). That is, differences between NNC and UKMO zonal-mean cross-sections were

less than t 5K; SAMS-LIMS differences of + 5 K exhibited a vertical "wavy"
structure; UKMO was colder than LIMS in the upper stratosphere by ~ 7 K in

January 1979 and ~ 15-20 K in May 1979; and LIKE and SANS have less zonal

structure than NMC and UKMO. [The UEMO upper stratosphere cold bias apparently
is related to the failure of the SSU 1.5 mb channel.] Readers are referred to

these MAP documents for a detailed account of the temperature comparisons and,

additionally, to complementary results in which temperature information

(radiances or retrieved profiles) from SANS, LIMS, MSU, and SSU (TOYS) have been

intercompared between satellites or with in situ measurements:

(a) SANS: BARNETT and CORNEY (1984,1985), DELISI and DUNKERTON (1988);

(b) LIKE: GILLE et al. (1984a,b), HITCHMAN and LEOVY (1986), REMSBERG (1986),

HITCHMAN et al. (1987), MILES et al. (1987), DELISI and DUNKERTON

(1988), and &'ROSE et al. (1988);

(c) MSU: YU et al. (1983), NKw]4AN and STANFORD (1983);

(d) SSU(TOVS): PICK and BROWNSCOHBE (1981), GELLER et al. (1983), NASH and

BROWNSCOMBE (1983), BARNETT and CORNEY (1984), SCHMIDLIN (1984),
GELMAN et al. (1986), and NASH and FORESTER (1986);

(e) NMC: NEWMAN and RANDEL (1988) have compared NMC 100 and 30 mb monthly-mean

temperature analyses for October and November 1979-1986 with monthly-
mean radiosonde measurements over Antarctica from 1957-1984.

3.1 Quantities Derived from Archived Satellite Analyses Durinq 1979

The comparison of dynamical quantities derived from archlved satellite

analyses is discussed for January and May, 1979. This time period was examined

because of the availability of the Nimbus 7 LIKE and SANS data as well as the

commencement of Southern Hemisphere stratospheric analyses by NMC and UKMO. In
this section we compare (i) zonal wind cross-sections between these four data

sets, and (ii) Eliassen-Palm fluxes and isentropic maps of potential vorticity

derived from LIMS and UFd40. May 1979 is the more dynamically active month, so

we expect a higher signal-to-noise ratio then. We shall place most attention

therefore on the May comparison (also see GROSE and O'NEILL, 1989).

Zonal Wind. Meridional cross-sections of zonal geostrophic wind for LIMS,

NMC, SANS, and UKMO on 26 January 1979 and 19 May 1979 are shown in Figures 1
and 2, respectively. Note that the SANS thicknesses have not been smoothed in

latitude, and the SANS winds are extrapolated north of 12°S. The four wind

cross sections for January 26 contain broadly similar features, with

stratospheric easterlies above the mid-latitude upper tropospheric westerlies.

Maximum easterly flow occurs in the lower mesosphere, where LIMS and SANS show

fair agreement in wind speeds at 0.i mb in middle latitudes (-65 to -80 m/s) and

in subtropical latitudes (0 to i0 m/s). In the upper stratosphere (near 1 mb)
UKMO and LIMS show evidence of a secondary jet maximum near 20 S, which is not
present in the SANS analysis. The NMC wind field exhibits more latitudinal

structure in contrast to LIMS, SANS, and UKMO. For example, at 30 mb the NMC

field shows quite large variations in latitude, whereas the UKMO analysis

exhibits a more gradual variation. In contrast to the strong easterly flow
indicated in the LIMS, SANS, and UFd40 cross-sections at 1 mb and 20 S (-45 to

-55 m/s), the NMC _nalysis shows speeds approaching -20 m/s. In higher southern
latitudes (e.g. 60 S) differences of about i0 m/s are found between the NMC wind

speed and the LIMS and UFG4D analyses near the 1 mb level.
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TheLIMSandSAMSzonalwindcross sections for 19 May1979showgood
agreementin the location andstrengthof the westerly jet core in the sub-
tropical lowermesosphere,with maximumspeedsapproachingor exceedingii0 m/s.
TheLIMS,NMC,andUKMO fields sh_w a jet core axis which tilts poleward with

decreasing altitude near 50v - 60vS in the lower-middle stratosphere. The SAMS

analysis does not contain this feature to the same extent. In theotrOpical
lower mesosphere, LIMS and SAMS differ by _boul 50 m/s (e.g. at 10 S, 0.i mb).

in the sub-tropical upper stratosphere (20_-30_S), NMC winds are about 20-30 m/s
weaker than for LIMS, SAMS, and UKMO. In the lower stratosphere at i0° - 15°S,

the LIMS wind analysis indicates values ~ -20 m/s in contrast to values near
zero for SAMS and UKMO. Noticeable differences in vertical wind shear occur

between the four analyses in the 10-30 mb layer in subtropical and middle

latitudes. The LIMS _nd SAMS winds at the 50 mb level differ by about 10 m/s at
10VS and also near 45-S, suggesting significant differences in zonal wind at the

base-level for the two sets of analyses.

These winds are geostrophic estimates and it is of interest to evaluate to
what extent these derived values from satellite data agree with in situ

radiosonde and rocketsonde wind speeds obtained from tracking of moving

instrument packages, o Comparison of LIMS and rocketsonde zonal wind speeds at
Ascension Island (-8 S) during January and May 1979 (Fig. 3a) indicates

favorable agreement, with LIMS capturing the strong variations with altitude

associated with the quasi-biennial and semiannual oscillation. [Note that the

LIMS winds used for the rocket comparison are based on a temperature retrieval

procedure somewhat different than utilized for the archived LIMS data - see
HITCHMAN and LEOVY, 1986.] The equatorial rocket-LIMS differences were found to

be similar to those at mid-latitude stations and support the use of satellite

geostrophic winds even at low latitudes (also see SMITH and BAILEY, 1985 and
GROSE et al., 1988). A similar comparison between UKMO winds and rocket

measurements by HIROTA et al. (1983) suggests that although UKMO winds exhibit
less vertical structure than individual rocket profiles on a daily basis,

agreement is better if time-mean profiles are compared (Figure 3b).
The wind comparisons for 26 January and 19 May 1979 indicate that NMC

fields contain more latitudinal "noise" than LIMS, SAMS, and UKMO. Similar

differences were found for other dates during 1979 both in meridional sections

and on horizontal maps of zonal wind. Although base-level differences may

explain part of these differences, it is more probable that latitudinal

dependence related to the basic temperature data and/or application of smoothing

may be responsible for this difference.
It should be noted, however, that the 1979 comparisons are for analyses

produced during the initial phase of southern hemisphere analysis at NMC and

UKMO, and the quality of these analyses has improved since then. Nevertheless,

the percentage differences identified locally are not insignificant since they

imply large differences in vertical and meridional shears, which are of
considerable importance in evaluating dynamical quantities such as the

refractive index. For certain purposes, it may be advantageous to apply

temporal or spatial smoothing to the satellite data (e.g. weekly averages) and

the base level height analyses (e.g., HITCHMAN and LEOVY, 1986).

Potential Vorticity. The evaluation of potential vorticity (PV) is made for

24 May 1979 during a period of enhanced planetary wave activity. The comparison
consists of LIMS and UKMO PV fields on the 500 K and 850 K isentropic surfaces

(near 70 and i0 mb, respectively). PV is a highly differentiated quantity and

errors in PV are thus liable to be large. [See GROSE (1984, LIMS) and CLOUGH

et al. (1985, TOVS) for details of the PV calculation.].

A contemporaneous set of maps of ozone and nitric acid mixing ratios are

available from the LIMS experiment (e.g., LEOVY et al., 1985) and are included

for the 24 May 1979 PV comparison. Because these trace gases have photochemical
lifetimes which are longer than the time-scale for large-amplitude dynamical
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motions, they represent passive tracers which can be used with the PV analyses

to infer quasi-conservative large-scale mixing of stratospheric air parcels in

the lower-middle stratosphere.
The distribution of the modulus of PV on the 500 K and 850 K surfaces is

shown in Figure 4, along with the LIMS analyses of nitric acid and ozone for the

500 K and 850 K surfaces. Although the LIMS and UKMO PV fields exhibit broadly

similar features, noticeable localized differences are evident. _he 500 K
' ' " " _ 7 v

co_riso 8 Indlcate_ three tongues of hlgh PV (4-5 PV unlts at 60 S) near 0 -
90 E, 150 W, and 30 W which are correlated with three maxima in the nitric acid

analysis. A noteworthy feature seen in the LIMS and UKMO PV fiel_s is a
reversal in the meridional gradient of PV which occurs in the 110 E - 170°E

sector associated with an equatorward displacement of high PV. This change in

meridional gradient is also suggested in the 500 K nitric acid field. Bowever,

a _imilar reversal which occurs in the mid-latitude LIMS PV and nitric acid near

70oW has no counterpart in the UKMO field. In subtropical latitudes (e.g. at
30 S), ripples occur in the UKMO field, such as those near 40 W, which are

possibly related to artifacts of the methods of observation and derivatioa of

the gridded fields (e.g., CLOUGH et al., 1985).

Several of the features observed at 500 K are evident a_ the 850K level.
For example, LIMS and UKMO show a tongue of high PV near 150 W which is more

intense in the UKMO analysis (8 PV units vs. 6 for LIMS). Near 30vW LIMS

indicates a broad tongue of high PV,owhereas the UKMO field indicates a shorter
wavelength tongue of high PV near 10 W. Moreover, the UKMO analysis in this

region shows a stronger meridional PV gradient. Theolow-latitude ripple pattern
seen at 500 K is also evident at 850 K, e.g. near 40 W in UF440. The 850 K PV

fields are similar to the LIMS ozone distribution in several respects. For

example, the ozone map indicates a tongue of low mixing ratio near 160°W with

strong meridional gradients, whil_ a region of weak meridional gradient is

present in low latitudes near ll0VE.
Although the LIMS and UF440 PV analyses at 500 K and 850 K exhibit

qualitative similarities, the UKMO fields generally contain more longitudinal
structure than do the LIMS maps. Some of this structure could be real, being on

a scale that could be revealed by the good longitudinal resolution afforded by

side-scanning on the TOVS instruments. Because of these local differences in PV

distribution, potential users should exercise caution for quantitative

applications. However, the larger-scale patterns involving distinct

trough/ridge features and meridional extrusions of PV do seem to be captured in

a fairly reasonable manner in light of the broad agreement with the trace
constituent fields. This is particularly true for processes that are dominated

by large scales of motion in a deep layer of the atmosphere.

Eliassen-Palm Flux. Meridional cross-sections, from LIMS and UKMO data, of

the (quasi-geostrophic) Eliassen-Palm flux divergence on 19 May 1979 are shown

in Figure 5 (a scaled form of this quantity is actually plotted as explained in

the caption). In the stratosphere, the two terms that constitute this

divergence (see Eq. (2.2) in DUNK_TON et al., 1981) are frequently large and of

opposite sign, so the divergence is prone to large errors. Indeed, on the day

shown, there is no apparent qualitative, let alone quantitative, agreement
between the two fields. The LIMS field has convergence over a broad latitudinal

band at middle latitudes, whereas the UKMO has divergence. It is likely that

the UKMO field is the more suspect of the two, for it shows little continuity

from one day to the next around the chosen day; the continuity of the LIMS field

is better.
The serious discrepancies noted here between fields of Eliassen-Palm flux

divergence are probably attributable to the poorer than normal vertical

resolution of the UKMO analyses in the first half of 1979. Afterwards, UKMO

analyses should generally be of much better quality (as found by GROSE and

RODGERS, 1986), because of better instrument performance and additional data
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fromthe HIRS-2andMSU radiometers. Even so, the vertical resolution of the

best possible analyses from these instruments is poorer than from LIMS. As most

of the longitudinal variance in the stratosphere is in the longest zonal waves,

which LIMS analyses should be able to resolve, side-scanning in the TOYS

instruments does not prove to be a significant advantage for the calculation of

Eliassen-Palm flux divergence, but it can be for calculations of synoptic maps

of PV.

3.2 Impact of Base Level on Derived Quantities

In principle, basic retrieved fields from satellites need be no less

accurate in the Southern Hemisphere than they are in the Northern Hemisphere.

Indeed the spatially uniform quality of the measurements is one of the main

advantages of using satellite data in diagnostic studies. To calculate many

quantities of dynamical interest, however, a field of geopotential height at a

base level (usually in the lower stratosphere) is also needed. Herein lies the

main shortcoming of derived quantities for the Southern Hemisphere: conventional

observations of the troposphere and lower stratosphere (e.g., from radiosondes)

are sparse. It is not our purpose here to judge the reliability of base level

analyses made available by different meteorological centers. Rather, it is to

illustrate the differences in derived quantities (eddy flux, zonal wind,

potential vorticity, and divergence of the Eliassen-Palm flux) that are produced

in the stratosphere when satellite thickness data from one source - in this case

the UF440 analyses - are used in conjunction with various base-level analyses of

geopotential height at 100 mb.

The impact of different base level analyses is discussed for two periods:

(i) June and September, 1981 and (2) September, 1985 (Table i). In the 1981

comparison (Section 3.2.1), UKMO satellite data are combined with ECMWF and NMC

100 mb base-level height analyses to obtain heights at 50, 20, 10, 5, 2, and

1 mb. Temperatures at each level were derived hydrostatically from the height

analyses and geostrophic winds were then calculated. The 1981 comparison

investigated the impact on eddy statistics such as the stationary and transient

eddy height variances and eddy fluxes of heat and momentum. The 1985 comparison

uses the same approach as for 1981, but includes the base-level height analyses

from UF440, and considers the impact on zonal wind, potential vorticity, and

Eliassen-Palm flux divergence.

3.2.1 1981 Edd 7 Statistics

The impact of the different base height analyses for June and September

1981 has been considered by comparing monthly mean fields and daily transient

eddy statistics obtained using the EC]_ and NMC base analyses. This comparison

was made using horizontal maps at the i00 and i0 mb levels (not shown) and

latitude-pressure cross-sections of the zonal mean (also see KAROLY, 1989).

Results are discussed separately for stationary and transient eddy features.

Stationary Eddies. Any differences between the ECHWF and NMC height

analyses at the i00 mb level cxzcur with the same amplitude at all stratospheric

levels. The typical maximum regional differences in the monthly-mean height

maps were ~ i00 m. Differences in the zonal- and monthly-mean height fields
were smaller, except at high latitudes poleward of 65 S, where the differences

in the zonal mean height fields were ~ 100m (not shown).

Regional differences in the mean height field in middle latitudes lead to
differences in stationary wave amplitudes and fluxes of heat and momentum. The

stationary wave amplitudes are larger in the thickness data in September than in

June so that differences in the stationary wave amplitudes due to the different

base analyses are more apparent in June than in September. Stationary wave

diagnostics for June 1981 are shown in Figures 6, 7, and 8 for the _C and ECRWF
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baseanalyses. Ther.m.s, zonal variations of height showthat the ECMWF
analyseshavelarger amplitudestationary waves. Thestationary eddymeridional
fluxes of momentumandheatare qualitatively similar in structure for bothbase
analyses. Howe_er,quantitative differences in momentumflux, in particular,
are large at 60S, with 30%strongerpolewardtransport for the ECMWFbase
analyses.

Transient Eddies. Since transient eddy statistics are quadratic, the

differences due to the base analyses do not occur with the same amplitude at all

levels, but the major differences are similar at all levels. Regional

differences (not shown) in amplitude of the transient eddy kinetic energy or

height variance are relatively larger than for the stationary eddy fields, but

there is reasonable qualititative agreement for the regions of large amplitude

transient eddy activity. The horizontal fields from the ECMWF base analyses

seem to be more spatially coherent, whereas those from the NMC base analyses

have more short-length-scale spatial structure.

For the transient eddy statistics, there is good qualitative agreement for

the two base analyses for June and September. The zonal mean daily standard

deviation of height for September 1981 is shown in Fig_ 9 with the fields

obtained using the NMC and EC_ base analyses and the difference, NMC-ECMWF, on

the right. This eddy statistic is very similar for the two ana_ses, except for
large differences which occur at high latitudes, poleward of 70 S. For the
horizontal maps of the transient eddy meridional fluxes of momentum and heat

there are large regional differences at 100mb (not shown). In terms of the

zosal-mean pattern, large differences also occur at high latitudes, poleward of
70 S, for the meridional eddy fluxes (Fig. i0 and ii), whereas differences of

10% in the momentum transport occur in middle latitudes.

Overall, there is qualitative agreement between stationary and transient

eddy statistics derived using the two base analyses for the two months, but

quantitative differences exist, particularly at high latitudes, which would be

very important for budget studies or other derived statistics in the middle-

upper stratosphere. Similar differences between ECMWF and NMC high-latitude

analyses in the Southern Hemisphere lower stratosphere have been documented by

RANDEL et al. (1987), LAMBERT (1988), and NEWMAN and RANDEL (1988).

3.2.2 1985 Derived Quantities

The 1985 base-level impact is evaluated for the ECMWF, NHC, and UKMO base

height information combined with the UKMO (TOVS) thickness analyses.

Comparisons are presented for zonal mean wind, potential vorticity, and the

Eliassen-Palm flux divergence.

Zonal Wind. Three meridional cross-sections of zonal-mean wind on

8 September 1985 are shown in Figure 12 for ECMWF, NMC, and UFd40 base-level

analyses. These fields include values for the troposphere using operational

heights from the three centers. [Note that the NMC heights at 50 mb for the

September 1985 comparison are the operational product rather than the

stratospheric analysis series (i.e. from 70 - 0.4 mb).] The three wind analys_s
show a westerly jet in the middle-upper stratosphere which is centered near 55 S

and 35 km with maximum speeds in excess of 80 m/s. At low and middle latitudes

there is good agreement between the fields. At high latitudes, however, the

three fields differ by up to 10-15 m/s at 100 mb (and also at tropospheric

level_), the impact of which is noticeable up to the upper stratosphere (e.g.,
at 80 S). These findings are typical for September 1985.

Potential Vorticity. Three synoptic maps of PV on the 850 K surface on

24 September 1985 are shown in Figure 13 derived using the ECMWF, NMC, and UFd40

base-level height information. The fields are generally in good agreement.
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This result is only to be expected since derivatives of the UKMO thickness field

(a field the three maps have in common) contribute most to the value of PV.

Differences in _etailodO occur, however, such as the presence of a tongue of

high PV near 60 S, 20 E in the NMC andoUKMO _nalyses, which d(_s not appear in
the ECMWF analysis. Conversely, at 60 S, 30 W the ECMWF field contains a tongue

of high PV which is absent in the NMC and UKNO analyses.

At low latitudes horizontal gradients of the thickness field become small,

and those of the geopotential height field at the base level contribute

proportionally more to the value of PV. Moreover, gradients of PV are small at

low latitudes, so a small difference between base-level analyses can make a big

difference _o an isopleth's position. Thus although the tongue of locally high
PV near 180 E appears on all three maps, it extends further westward for the

ECMWF base. Similar differences were found at the 500 K surface (not shown).

Eliassen-Palm Flux. Three meridional cross-sections of the Eliassen-Palm

flux divergence on 8 September 1985 are shown in Figure 14 which are derived

using the ECM_, NMC, and UKMO _se data. Although the three fields all have

divergence in the stratosphere at high latitudes and convergence at middle and

sub-polar latitudes, there are significant differences. At high latitudes in
the upper stratosphere (e.g., at 80 S), divergence with the EC_ base is half

as large as that with the others. A region of flux divergence exists in the NMC
analysis at 55 S, 40 km which is not shown in the ECMWF and UF@40 fields. Notice

also that there are significant differences at high latitudes in the

troposphere.

4. CONCLUSIONS

Overall, examination of the basic meteorological fields (temperatures,

winds) derived from measurements by different satellites leads to similar

conclusions to those reached in the PMP-I comparison of data for the Northern

Hemisphere. While there is usually qualitative agreement between the different

sets of fields, substantial quantitative differences are evident, particularly

in high latitudes. Differences in vertical and longitudinal resolution between

the limb- and nadir-viewing experiments result in quantitative differences in

fields of derived winds, potential vorticity and Eliassen-Palm flux divergence.

There are several techniques that may be used to evaluate the reliability
of the information contained in the measurements:

(i) Independent data sets (derived from different instruments and base-level

analyses) should, ideally, be used in parallel and studied for consistency.

(2) The temporal continuity of derived fields is often useful in highlighting
problems with the data.

(3) Consistency between zonal-mean meridional velocities inferred separately

from zonally-averaged momentum and thermodynamic equations provides a

powerful constraint (assuming unknown friction can be neglected).

(4) The conservation of potential vorticity over a period of a week or so in

the middle stratosphere is an important objective check on the reliability
of the analyses.

(5) A good correlation over short periods between some quasi-conservative

chemical sl:_=cies (whose concentrations are measured directly) and potential

vorticity (a highly derived quantity) is persuasive evidence that the data

have at least qualitative value.

It is clear from our study that the fidelity of the base-level analysis is

of great importance in calculating derived quantities for the middle atmosphere,

especially in the Southern Hemisphere. We have demonstrated this relationship

by using a single set of satellite data (from TOYS) with base-level analyses
obtained from three meteorological centers (ECMWF, NMC, and UF440). The
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Eliassen-Palm flux divergence is particularly sensitive to the base-level

analysis (though it can also be sensitive to the instrument used), as is the

potential vorticity at low latitudes where horizontal gradients are weak.

Some effort is needed to improve base level analyses in the Southern

Hemisphere. There appear to be particular problems at high latitudes where

conventional observations are sparse and infrequent, and spurious features may

influence diagnostics throughout the stratosphere. Significant uncertainties in

operational analyses of geopotential height over Antarctica have been identified

by HOLLINC_%'WORTH et al. (1985), LAMBERT (1988), and TRENBERTH and OLSON (1988)

for tropospheric levels, and similar discrepancies have been observed in the

present comparison at 100 mb. Possible reasons for poor quality analyses in

this region include sparse radiosonde coverage, steep Antarctic topography, and
difficulties in adequately assimilating upper-air reports from isolated stations

(e.g., at the South Pole). It is known, for example, that NMC received

radiosonde reports from the South Pole station for only 2 days in the month of
September 1985. Such telecommunication problems should be resolved.

The steep Antarctic topography may produce errors in the forecast model

first-guess fields and, furthermore, will generate gravity wave activity which
may produce sampling problems in the radiosonde observations.

Clearly, care should be taken in removing spurious features from the

reference-level analyses in the polar region, and ensuring that the operational
centers have access to all Antarctic radiosonde station data. Further

comparison of radiosonde heights with the final operational analyses should be

made specifically for the reference-level (e.g., 100mb). A coaparative

appraisal of the procedures used to construct the different base-level analyses
for the Southern Hemisphere would be of value to Middle Atmosphere researchers.

For example, investigation of which station data is incorporated into the base

analyses could be made along with evaluating differences in analysis procedures
in data-void regions. Such a task may require the use of a data assimilation

model and is beyond the scope of the average user of the data; those who produce
the analyses are best placed to assess and improve them.

On the basis of the experience gained from the PMP-I and Williamsburg

workshops, we feel it prudent to advise caution in drawing inferences,

particularly quantitative ones, from meteorological fields derived from

satellite data. Such counsel is certainly apt for the Southern Hemisphere,

where coverage of data from sources other than satellites is limited.
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